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Abstrak. This study aims to evaluate the academic data of students in third year and classified 

in the category of students who can graduate on time or not. This system uses students master 

data and student academic data as input data. Data of students who have graduated will be used 

as training and testing data while the data of students who have passed will be used as target 

data. Input data will be processed using the Naïve Bayes Classifier (NBC) data mining algorithm 

to form a probability table as the basis for the student graduation classification process. The 

output of this system is in the form of a classification of student academic performance that is 

predicted to pass and provides recommendations for the graduation process on time or graduates 

in the most appropriate time with optimal grades.  

1. Introduction 

The Monitoring student of ability, student achievement, graduation ratio, and graduate competencies 

should receive serious attention to gain stakeholder confidence in assessing and determining the use of 

graduates [1]. One indicator of success in a college can be seen from the many graduation rates of 

students each year [2]. 

The level of graduation of students is very likely to be predicted; one of the factors used is the value 

of student outcomes. The recapitulation process of students' academic scores has been routinely carried 

out in each semester [3]. So, to predict student graduation patterns, a technique called data mining is 

needed. 

Data mining is the process of finding interesting patterns or information in selected data using 

specific techniques or methods [4]. Data mining in the world of education is known as Educational Data 

Mining [5]. One of the classification methods in data mining is the Naïve Bayes Classifier algorithm. 

Naïve Bayes Classifier (NBC) is a classification algorithm by calculating the probability value for each 

occurrence of the target attribute in each case [6]. Input data will be processed using the to form a 

probability table as the basis for the student graduation classification process. The output of an academic 

student's classification performance is predicted to pass and provide recommendations for the graduation 

process on time or graduates in the most appropriate time with optimal grades. 

2. Method 

Figure 1 shows the research flow chart. The study used data from Universitas Negeri Semarang 

(UNNES) students for the year 2016, amounting to 5,653 data. 
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Figure 1. The research flow chart 

2.1 Selecting 

Data was collected from UNNES student academic system data. The data used for implementation has 

16 attributes (Student Identification Number, Number of Subjects, GPA, GPA status, Academic Year, 

Student Name, Study Program Code, Study Program Name, Degree, Graduation Status, Semester 1, 

Semester 2, Semester 3, Semester 4, Semester 5, Gender). 

2.2 Pre-processing 

After selecting the data to be used, the next process is pre-processing. Pre-processing is a stage in the 

text classification process, and improving the effectiveness of classification is mostly determined by the 

selection of appropriate pre-processing techniques [7]. 

2.3 Transformation 

The transformation process is a process to convert data into standard forms so that the data can be used 

for further processing [8]. 

2.4 Datamining NBC 

Naïve Bayes Classifier algorithm is a classification algorithm that is simple, effective, and excellent 

performance [9, 10]. Equation 1 is a general form of the Bayes theorem [11].  
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�   = Data with unknown classes 

�   = Data hypocryption X which is a specific class 

���|��  = The probability of H hypocryption based on the X condition 

����  = Probability of H hypocryption  

���|��  = Probability of X base on H condition 

����  = Probability of X  

2.5 Evaluation 

The evaluation is based on accuracy, precision, Area Under Curve (AUC), and Receiver Operating 

Characteristics (ROC). 

2.6 Interpretation 

Interpretation is a valuable asset in research [12]. Interpretation is the process of visualizing patterns, 

models, or data provided by such models, and, in the case, iteratively by reviewing the stages of the 

previous process [13].  

3. Result and Discussion 

This research was conducted using RapidMiner software. RapidMiner is a java-based software 

developed by the same company. RapidMiner provides integrated services for machine learning, data 

mining, text mining, predictive analytics, and business analytics [14]. The RapidMiner company 

developed this software. 

In this research, a node utility is performed by discretizing data and calculating the estimated cross 

validation accuracy using Naive Bayes at each node use value of k = 2, 4, 6, 8, and 10 [15]. The 

performance results of this algorithm are in the form of classifying the testing data of students who fall 

into the class group "not on time" or "on time". The accuracy of the data predicted by using different k 

values in the Naïve Bayes algorithm is shown in Table 1. 

Table 1. The accuracy of the data predicted by using different k values. 

K-fold Accuracy (%) true "not on time" true "on time" 

2 94.32 1609 3723 

4 94.27 1610 3719 

6 94.22 1609 3717 

8 94.30 1610 3721 

10 94.23 1610 3717 

20 94.23 1610 3717 

 

Table 1 shows the results of research predictions with k = 2, having an accuracy rate of 94.32%. The 

results of forecasts that showed the right pass "not on time" amounted to 1609, while the correct 

predictions showed the pass on time amounted to 3723. The percentage of accuracy is more influenced 

by the predictive data that passed on time. The utilization of k-fold crossover validation is to reduce 

errors originating from random sampling and comparing it with the accuracy of several prediction 

models [16]. The precision of this calculation is 98.96%, as shown in Figure 2. Precision is the most 

critical characteristic of the classifier process [17]. 
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Figure 2. Precision. 

The Receiver Operating Characteristic (ROC) graph is an illustration of the relative tradeoff used to 

visualize the classifier's performance. ROC charts are very useful with unbalanced datasets between 

positive and false positive levels. One well-known method for classifying is to calculate the area under 

the ROC (AUC) curve. AUC always takes values between 0 (worst) and 1 (best). Figure 3 shows the 

AUC value of 0.992, and this shows that the classification results are better because it meets the AUC 

requirements greater than 0.5 [18]. 

 

 

Figure 3. AUC graph 

4. Conclusion  

The testing process is used to predict the accuracy of student graduation rates. In this study, the selection 

of k-fold will determine the level of classification accuracy. The precision in this study is an essential 

part of the classification process because it illustrates the accuracy of predictions of passing on time 

correctly. From the ROC curve and the AUC value, it can be concluded that the performance of the 

Naïve Bayes Classifier algorithm for the case of this dataset can predict near perfect. 
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