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Abstract. The Naive Bayes Classifier 1s a classification method rooted in the Bayes theorem.
The main characteristic of the Naive Bayes Classifier is the very strong (naif) assumption of
the independence of each condition/ event. If X is the vector that enters the feature and Y is the
class label, Naive Bayes is written with P (X | Y). This notation means that the probability of a
class Y label is obtained after the X features are observed. This notation is also called the
posterior probability for Y, while P (Y) is called the prior probability Y. One of the important
factors included in the UNNES internationalization assessment is the results of lecturer
publications both at the national and international levels. The artificial neural network as one of
the information processing systems designed by imitating the workings of the human brain in
completing a problem by doing the learning process through changes in synaptic weight can be
used to analyze the productivity of the performance of UNNES lecturers and staff in realizing
the year of reputation proclaimed in 2017 Research related to this theme has been carried out in
2017 and shows that the factors of knowledge and behavior of lecturers and education staff
have the most influence on the achievement of the year of reputation at FMIPA UNNES in
2017.

1. Introduction

Classification uses the probability method in predicting opportunities for future events based on past
experience or data often experts using Naive Bayes from this branch of science born the Bayes
Theorem concept Artificial neural network applications have developed rapidly, including for
forecasting purposes. The main advantage of artificial neural networks is the ability of parallel
computing by learning from the pattemns taught. Artificial neural networks can be trained to study and
analyze past data patterns and try to find a formula or function that will link past data patterns with the
desired output at this time. Artificial neural network models are determined by network architecture
and training algorithms.

There are various kinds and types of stationary time series models known in the world of statistics
including the Autoregressive (AR) model, the Moving Average (MA) model, and the combined or
mixed model of both the ARMA model. The time series model that is not stationary is often called the
ARIMA (Autoregressive Integrated Moving Average) model. Semarang State University (UNNES)
has established 2018 to be one of the intemationalization years, one of which is in the field of research
and service. One of the targets for international shielding is to increase the quality and quantity of
lecturers' scientific publications, both at national and international levels.
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The development of science is so dynamic and complex, one of which is the development of
artificial neural networks (JSN). How to get a good JSN model, that is through determining the right
combination between input variables and units in the hidden layer, is a central topic in some JSN
literature that has been widely discussed in many articles and many books [1].

Nowadays there are many studies that use forecasting models and electricity using neural networks
in various fields, including in the fields of labeling Taylor according to [2], [3], [4].[5] and [6}. The
development of research is related to the RNN model in the ARFIMA process of long memory data as
developed by [4]. While research that develops the effect of data outliers can be seen [8]. Developed
recurrent neural networks for forecasting time series with long memory patterns as explained in [9].

Based on the explanation above, a scientific study will be developed on the use of the Naive Bayes
classifier time series neural network algorithm (TSNN) in the identification of lecturer publications at
FMIPA UNNES in realizing internationalization programs in the field of research and service. Based
on this identification, what factors will influence the development of lecturer publications both at the
national and international levels as an effort to realize the intemationalization of the UNNES.

Based on the description above, the focus of the problems in this study are as follows. (1) What is
the model of identification of lecturer publications in realizing intemationalization of UNNES using
the Naive Bayes classifier algorithm time series neural network? (2) What is the result of identifying
lecturer publications in realizing internationalization of UNNES using the Naive Bayes classifier
algorithm time series neural network?

1.1. Naive Bayes theorem and Neural Network Time Series Models
A related explanation about the Naive Bayes model on its use in the field of decision, then in the
calculation of opportunities provided that the decision class is correct, considering the vector
information object [10]. Naive Bayes is a simple classification algorithm where each attribute is
independent and allows to contribute to the final decision. The assumption of this algorithm is that
object attributes are independent, so the opportunities that occur are calculated based on the number of
frequencies.

The basis of the Naive Bayes theorem used in programming is the Bayes formula, which is as
follows [10]
P(E|H).p(H)

P(HIE) = "=

(2.1)

1.2. Classification Tree (Decision Tree)
The decision tree model is a simple representation of classification techniques that are often used in
finite classes, in this class the internal nodes and also root nodes are marked using attribute names,
while the ribs are labeled with attribute values, while leaf nodes are marked using classes that varies
Often the decision tree model is called the classification tree, this model is one of the most popular
data mining processes among researchers because often this model is used for purposes of solving
problems in daily life. One of the advantages of this model is that the accuracy in the data
classification process by passing the data record to the leaf node from the decision tree uses the
attribute variable values and places the target node's leaf value into the data record.

1.3. Classification with Naive Bayes Classifier
One classification model that has a close relationship with the Bayes theorem concept is the Naive
Bayes Classifier model. This model has special characteristics, namely with assumptions that are so
strong against the nature of independence in all circumstances Suppose X is a vector that has a feature
value and Y is a class label, then the Naive Bayes model can be expressed in form P(X[Y) as explained
in [12].

The Naive Bayes formulation for classification is:

P I, PXIY)

P(Y|X) = POO 22)

[
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In this case P (Y | X) states the chance of data that has a vector X of a class Y, while P (Y) is an
initial opportunity for class Y, whereas n?=1 P(X;|Y) is an independent class Y probability of all
features in a vector X. The value of P (X) is always fixed so that in the predicted calculation we will
only have to calculate the part P(Y), ]']:.Ll P(X;|Y) by choosing the largest as the class chosen as a
result of the prediction.

1.4. Stationary Time Series
The function of autocorrelation abbreviated as fak, formed by the set { 2, ; k=12, ...} withpo= 1.

The autocorrelation in kth lag is defined as follows.

kow(Z,.Z, )
P = (2.3)

[var(Z,).var(Z, _,)]*
An MA model is a model that observes and looks at the moving average of an event, then these
events are used as observational data and are random. Generally the q level MA model is written in its
mathematical form as follows.

Z,=a,+04a, +0a ,+.+0a,,
24

1.5. Artificial Newral Network

The arrangement model of a neuron that is included in the layer gives a good connection pattern that
applies within and between layers often referred to as network architecture. Usually a single layer
network consists of input neurons that are connected directly to a set of outputs on this network. Some
models have only a neuron in the output layer.

Figure 1. Single Layer Network

Figure 1 shows the network architecture with n input neurons (x4,x5, ..., X,) and output neurons
N
Activation function according to [13] is shown in Figure 1.

O
G é) /:{\2> F |

Figure 2. The activation function of a simple neural network
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A neuron will process N inputs (x4, Xz, ..., X)) each of which has weights wy, w,, ..., wy with the
formula

N 25

y_in = inwi

=1

2. Methods

This research is a development in several researches and scientific works of the last few years. In a
previous study [7] conducted a study in a doctoral dissertation scheme with the title "Fractional
Integrated Recurrent Neural Network (FIRNN) for Time-Serving Data Forecasting with the
Application of National Electricity Load". In this study the forecasting model was examined at a time
using the RNN model. Whereas in 2015 and 2016 researchers got the opportunity in the grant scheme
to compete with forecasting studies using recurrent neural network (RNN) on long memory and
seasonal data, the forecasting results showed that the mean square error (MSE) using the RNN model
was smaller than using the ARFIMA and ARIMA models. Developed a research on the productivity
analysis of the performance of lecturers and educational staff in realizing the reputation of the
Semarang State University (UNNES) using artificial neural networks [9].

The data used in this study are secondary data about the level of lecturer publications in the Faculty
of MIPA UNNES, including scoupus indexed intemational journal publication data and have
implications which are then referred to as Xi variables, data of intemational journal publications are
not scoupus indexed which are then referred to as X: variables, data on accredited national journal
publications which are then referred to as X; variables, data on publications of non-accredited national
journals which are referred to as X4 variables, all of these data are obtained by using searches on
SINTA and scoupus online.

Data analysis in this study uses several models and combines them to get better results and produce
good statistics. Some models are used, among others, the existing data grouping is well presented
using the Naive Bayes model. Through the model, it is obtained a group of data that has good
characteristics to be used as input data in pre-processing using a neural networking model. The results
of processing data at the pre processing stage are then processed as training data, then the training data
will be trained using several appropriate neural network models. After this process is completed, the
final step is identification using a time series model to obtain the best identification results. The
complete data analysis process can be described in the following flowchart.
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Figure 3. Data Analysis Flow Chart
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3. Results and Discussion
Before pre-processing data with NN, first the data classification is done by using the Naive Bayes
algorithm, then preprocessing the data by normalizing the data using the following syntax.

[pn, ps] = mapstd(inputlatih) and

[tn, ts] = mapstd (target latih).

The command to build a BPNN network for data preprocessing, namely: net = newff (minmax
(pn), [n 1], {'tansig' "purelin '},’ traingdx ', while the newff command is used to build a BPNN network
with n neurons in one hidden layer and one neuron at one ouftput layer. The command " tansig " purelin
't shows the activation function used with tansig on hidden layers and purelin at the output layer. The
traingdx command shows the training algorithm used in existing data, first Preprocessing is done by
using transformation, in this study transformation is done on differing data in the range [1,1] and
transformation of differential data in the range [-1,1].

The second transformation function in pre processing is by using prestd (inptrain) transformation
with the aim of getting input data with normal distribution, namely achieving zero mean values and
variance values is one. The results of the preprocessing stage using differing data through two models,
namely the function model net = newtf (minmax (in), [1,1], {'tansig’, 'purelin'}) and the net = train
function model (net, in, tn ) The results obtained using the Minmax function model will then be used
to conduct training for NN, in this study the BPNN model was taken.

Network training uses a momentum gradient descent training algorithm and an adaptive learning
rate (trainminmax). The following will show the results of training on BPNN based on the best models
of each momentum and learning rate (LR).

Table 1. Results of BPNN Training on data X1 with Momentum = 0.1 and LR = 0.01

Network Training Testing
Architecture /) Epoch Perf o M(’;F)'E R MSE MAPE(% R
(4
2251  minmax 1000 003 4.1452¢ 28196 087 33113¢ 86157 082
8 +08 7 +09 4

Based on Table 1. it can be seen that the best BPNN model on the gradient descent training
algorithm with momentum and adaptive learning rate with momentum = 0.1 and LR = 0.0l was
obtained on network architecture 2-25-1 in the logig activation function with MSE and MAPE the
tests were 3.3113e + 09 and 8.6157% and the results were epoch 1000.

Table 2. Results of BPNN Training on data X2 with Momentum = 0.1 and LR = 0.01

Network Training Testing
Architecture [ (%) Epoch Perf o M(’;EE R MSE MAPE (% R
2251  minmax 1000 002 4,1972¢ 29810 088 53712¢ 83527 082
92 +08 7 +8 681

Based on Table 2, it can be seen that the best BPNN model in the gradient descent training
algorithm with momentum and adaptive learning rate with momentum = 0.1 and LR = 0.02 was
obtained on network architecture 2-25-1 in the logsig activation function with MSE and MAPE testing
each of them is 5.3712e + 8 and 8.3527% and achievement is epoch 1000.

Based on Table 3. it can be seen that the best BPNN model on the gradient descent training
algorithm with momentum and adaptive leaming rate with momentum = 0.1 and LR = 0.03 obtained
on network architecture 9-25-1 on the minmax activation function with MSE and MAPE the tests were
5.6229¢ + 10 and 8.5507% and the results were epoch 1000.
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Table 3. Results of BPNN Training on data X; with Momentum = 0.1 and LR = 0.01

Network Training Testing
Architecture %) Epoch Pert o M(‘;F)'E R MSE MAPE (%) R
(]
2251  minmax 1000 003 39427¢ 27371 098 5629+ 85507 087
74 +09 61 10 891

Table 4. Results of BPNN Training on data X4 with Momentum = 0.1 and LR = 0.01

Network Training Testing
Architecture /%) Epoch Perf o M(’;F)'E R MSE MAPE (% R
(g
225-1  minmax 1000 003 5,1582¢ 35523 097 4015le 9,1318 089
29 +4 817 +8 664

Based on Table 4. it can be seen that the best BPNN model on the gradient descent training
algorithm with momentum and adaptive leaming rate with momentum = 0.1 and LR = 0.1 is obtained
on network architecture 2-25-1 on the minmax activation function with MSE and MAPE the tests were
4,0151e + 8 and 9,1318% and the results were epoch 1000.

The results of the above training using BPNN show that the variables X; and X4 provide relatively
small MSE and MAPE values, this gives a perspective that scoupus international index publications
and non-accredited national journal publications are the two most popular publications by FMIPA
lecturers to realize publications in delivering internalization of the UNNES.

The next step by using the time series model will be model estimation and diagnosis. Based on
ACF and PACF values, the possible ARIMA models are ARIMA (1, 2, 0), ARIMA (1, 2, 1) and
ARIMA (0, 2, 1). The best model estimation results are ARIMA models (1, 2, 0). Based on the final
parameter estimation obtained AR = -0.5804 and constant = -0.0198. So the model for ARIMA (1, 2,
0) is as follows

¢1(B)(1 — B)*Z, = 0,(B)a,
(1—¢:B)Y(1—2B+B¥Z, =a,
(1— 2B+ B?*—¢B + ¢$1BZ; = a,
(1-Q2+¢)B+(1+¢)BNZ = a
Zy =2+ ¢)Z1— A+ Pp)Zi 2+ a,
Z; =-0.0198 + (2 — 0.5804)Z,_, — (1 + 0.5804)2Z;_, + a;
Z, = —0.0198 + (1.4196)Z,_, — (0.4196)Z,_, + a,

The best results for identification related to the development of the type of scientific publications of
lecturers is the best model is ARIMA (1, 2.0) because the parameter significance test, residual
normality test, all independence tests and MSE values are small with the model that is Z; =
—0.0198 + (1.4196)Z,_, — (0.4196)Z,_, + a,.

4. Conclusion

Based on the results of the research and discussion above can be concluded. The model of
identification of lecturer publications in realizing internationalization of UNNES uses the Naive Bayes
classifier time series neural network algorithm through several stages, including data classification
with the Naive Bayes classifier algorithm model, then the pre-processing process using the neural
network, the data training process using BPNN and ending with use a time series model to determine
the best model obtained. The results of the identification of lecturers' publications using the Naive
Bayes classifier algorithm time series neural network resulted in non-indexed international journal
publications and non-accredited national journal publications are the two most popular publications by
FMIPA lecturers to realize publications in implementing internalization of UNNES.
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