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Abstract—This paper present the implementation of artificial
intelligent on medical decision support system for diagnosing
childrens dehydration. In this study, the intelligent system
constructed using decision tree method with C4.5 algorithm and
pruned with REP (Reduced Error Pruning) method. This study
was a collaboration between the doctor and the hospital in order
to analyze the dataset of children dehydration in indonesia. The
number of 92 medical data was recorded for dataset and divided
into two subsets: trainingset (57 records) and testset (35 records).
The medical symptoms of dehydration that used for Input
variables are general appearance, eyes, respirations, turgor and
mucous membranes, while the output variable is the severity of
dehydration that classified into three categories: severe
dehydration, e dehydration and no dehydration. The
validation was done by comparing the classification performance
of the intelligent system and the doctor diagnose. The confusion
matrix was used for mapping the classification performance of
intelligent system and evaluated by using accuracy and the value
of error rate. The result show that, the implementation of
artificial intelligent on medical decision support system have an
accuracy of 91% and the error rate value of 0.085714286. From
the result it can be concluded that the implementation of artificial
intelligent on medical decision support system can be use for
supporting dehydration diagnostics in children.

Keywords— decision tree; C4.5 algorithm; reduced error
pruning; dehydration.

I. IN‘]'I{(m."I‘]()N

Diarrhea is most common leading cause of death in
children worldwide and kills 760,000 children each vear. The
most dangerous threat that can be caused by diarrhea is
dehydration [1]. Dehydration is often cited to determine the
severity of diarrhea in children aged under 5 years and as a
reference to provide treatment against diarrhea [2]. An accurate
assessment of the dehydration severity is an important step to
prevent the occurrence of morbidity and to provide an
appropriate treatment for patients with dehydration [3]. There
is a lot of interest in the pediatrics d to develop a simple
and non-Invasive diagnosis system to assess the severity of
dehydration in children [4].

Implementation of decision support systems in medical
diagnosis is very important. Approximately 11% of the expert
system was implemented in the medical world that is used to
diagnose, and about 21% of paper which uses implementation
of the method used to handle problem in the medical world [5].
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The concept of developing a decision support system that is
simple and allows to perform automatic learning is the criterion
of decision support systems that needed in the medical world,
and decision tree is the most appropriate candidate to perform
this task. Decision tree is one of the decision—lme‘lg
techniques that are reliable and effective. and produce high
classification accuracy with a simple representation of the
knowledge. When using a decision tree, decision-making
process can be easily validated by experts. Because of that
reason, decision tree is used to make decision support in the
medical world [6].

In the last few decade decision tree has been widely
implemented and proven successful in many areas of life,
especially in the medical world [6]. Decision tree has been
widely used to predict appropriate treatment for various
problems in the medical world [7]. In a previous study,
decision tree has been implemented to diagnose various
diseases and other medicals field. Somaya I[aﬁ et al (2016)
applied the decision tree method to predict liver fibrosis in
Egyptian patients with hepatitis C and the results showed that
the predictionfgelodel has an accuracy rate of 86.2% [8].
Decision tree is a method that uses a learning algorithm to
buifffhe tree [9]. From some of the learning algorithm used in
the decision tree. one of the most populagZind commonly used
for classification is C4.5 algorithm [10]. C4.5 algorithm is an
algorithm proposed by JR Quinlan in 1993 and was the
development of the previous algorithm namely ID3[11]. C4.5
algorithm is an effective and efficient algorithm for
classification [12]. In medical world, C4.5 algorithm has been
used to make a system for diagnosis disease. In a previous
study C4.5 algorithm has been implemented in the medical
world. Phong D Tong et al (2016) on their study implemented
C4.5 algorithm to diagnose dengue fever and the model
reached accuracy of 98% [13].

Decision tree often occurs misclassification during the
learning process and has possibility to generating a decision
tree with large size [14]. The Large size of the decision tree and
misclassification during the leaming process can lead to over
fitting [15]. Trees pruning could be used to address the
problems over fitting in decision tree [16]. There arefharious
methods used in pruning and one of pruning method is reduced
error pruning. Reduced error pruning or REP 1s a pruning
method proposed by J.R. Quinlan (1987). REP is the simplest
pruning method, easily to understand and most efficient
technique to improve the accuracy of decision tree [17]. REP
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has been implemented in several previous studies. In the study
from Atul Kumar Pandey et al (2013), C4.5 algorithm and REP
1s used to diagnose heart disease with the result that decision
tree with no pruning has a truth percentage of 72.82%, while
decision tree that pruned with REP has a percentage of truth
75.73% [18]. Hoon Jin et al (2016) in his research comparing
the classification performance of decision tree with J48
algorithm and decision tree that use REP. The results showed
that decision tree with J48 algorithm has an accuracy of 94%.
while the decision tree that uses £k REP has the accuracy of
96%, higher 2% compared to the accuracy of the decision tree
with J48 algorithm [19]

According to the explanation, decision tree with C4.5 and
REP method has been widely implemented in medical field for
diagnosing disease. Altough the implementation of decisison
tree with C4.5 and REP method for diagnosing dehydration in
children still rare. Therefore in this study, decision tree with
C4.5 algorithm and REP method will be implemented on
medical intelligent system to produce high classification
performance for diagnosing dehydration in children.

II. METHOD

A Dataset

In this study, we collaborated with a hospital in Indonesia
to collected medical record of children with dehydration that
used as dataset. We also collaborated with a doctor from
Indonesia to analize the dataset that was recorded. The dataset
that used is the medical records of children aged 0 — 14 vyears
with dehvdration from February 2015 until November 2016. A
total of 104 medical records were recorded as dataset. After
cleaning process, the final data is 92 data and split into two
subsets, trainingset (57 data) and testset (35 data).

104 Medical Records :
83 Some Dehydration
16 No Dehydration
3 Severe Dehvdration

12 data has incomplete diagnosis
attributes and not suitable with the
eriteria of diagnosis variable

92 Medical R i
72 Some Dehydration
15 No Dehydration
5 Severe Dehydration

nset divided into 2 subset,
trainingset and testset

+ +
Trainingsct : Testset :
57 Medical Records 35 Medical Records
40 Some Dehydration 32 Some Dehydration
13 No Dehydration 2 No Dehydration
4 Severe Dehydration 1 Severe Dehydration
Fig. 1. Data preparation diagram

Before the data is processed in the classification process.
the data must first be cleaned through the cleaning process
data. Cleaning the data is one important step in the data mining
process to determine incomplete and inconsistent dataset. After
cleaning process, the final data obtained as many as 92 data
that can be used in the classification process. A total of 11
dumped data is data that has incomplete diagnosis attributes
and not suitable with the criteria of diagnosis variable, so the
data should be discarded because they can not be used in
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classification process. The process of dataset preparation
showed on Figure 1.

B. Input And Output Variable

Input variables used in this study are based on the
diagnostics variables used in A. Levin et al study [20]. But not
all the diagnosis variables on A. Levin et al study used in this
study. This is because the three variables, heart rate, quality of
pulse and fears have a value that is not suitable with the
criteria condition and have incomplete data. Because of the
condition of dataset and with the recomendation of all
collaborated doctor so, the input variables used in this study 1s
general appearance, respiratory, eye, turgor, and mucous
membranes (showed on Table I). Although the diagnosis
variables that are not used in this study may be the diagnosis
variables that have a strong influence, but the variables that
difficult to obtain are not likely to be a variable that efficient to
used [20]. While the output variables used in this study is the
severity of dehydration that divided into three categories, no
dehydration, some dehydration, and severe dehydration.

TABLE [ INPUT VARIABLE OF INTELLIGENT SYSTEM FOR DIAGNOSING
DEHYDRATION IN CHILDREN

Atribut Value
i Normal
General appearance -

Lethargic
. Normal
Respirations

Deep

. Normal
Eves
Sunken
Normal
Turgor
Slow
Moist
Mucous membranes
Dry

C. Decision Tree Building Process

The building process of decision tree is divided into two
steps, first steps is building full decision tree with C4.5
algorithm and the second steps is pruning decision tree using
REP method to produce final tree. Process of building decision
tree showed in Figure 2, flowchart of C4.5 algorithm and REP
method.

The learning process in C4.5 algorithm begins with
calculating entropy of each of gct attribute, and then
followed with calculating the gain, split info and gain ratio for
each attribute. Choose attributes with the highest gain ratio as
root node. Then the calculation of entropy (equation 1), gain
(equation 2), split if (equation 3) and gain ratio (equation 4)
will repeated to get attribute with the highest gain ratio that will
be used as intemalElode under root node. Calculation process
will stop when the attribute with the lowest gain ratio obtained
and used as final internal node.

Entropy(D) =¥}, —p; *log, py (N

gain(D, A) = Entropy(D) — T, 2l « Entropy(4) (@)
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Splitinfo(Ti) = 33, — ("TT_t) log, (2) ®
i 3 _ gain(4)
gamn Rath(d‘l) = splitinfo(A) i
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Fig. 2. Flowchart of decision tree construction process

After the decision tree is built, the next stage is pruning the
decision tree. In this study, REP used as pruning method. REP
will pruned the branch with highest e rate starting from the
bottom to the top. Pruning is applied by replacing the intemal
attribute node with the leaf node that have maximum frequency
the class.

The first step in REP method is to let the induction
algorithm built the full decision tree. Then calculate the value
of the error rate of each node using test set. After that. prune
the decision tree by making internal node becomes leafl node
and labeled with most dominant target attribute in the class.
After decision tree is pruned then calculate the error rate of the
branch. Then compare the error rates value of unpruned
decision tree and error rates value of pruned decision tree. If
the error rates value of pruned decision tree is less thigllerror
rates value of unpruned decision tree. then prune the decision
tree Based on figure 2 at the stage of reduced error pruning,
unpruned decision tree branch denoted as N-1 while the pruned
decision tree branches denoted by N.

D. Validation of Classification Performance

In this study, the validation was done by comparing
classification performance of the medical decision support
system with the doctor diagnose. Presentation of correct
prediction measured using classification accuracy, that can be
caleulated using equation (5). While the presentation of
incorrect prediction measured using error rate value, that can
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be calculated using equation (6). Classification performance of
model was mapped by using confusion matrix tables (Table IT).

TABLE IL. CONFUSION MATRIX TABLE
Confi Predictif class
matrix table Class =1 Class = 1)
Class
Actual =1 1 f10
class (.l[::mi o1 £00

number of correct predictions
total number of predictions

accuracy =

number of wrong predictions

error rate = total number of predictions

[11. RESULT AND DISCUSSION

After learning process on trainingset using the C4.5
algorithm and pruned with REP method, it will produce the
final decision tree showed in Figure 3. The final decision iree
produced a number of rules that can implemented for
diagnosing dehvdration on children.
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Fig. 3. Final constructed decision tree

After the final decision tree was constructed then, the
model will test using testset fo sdf) the classification
performance of the decision tree. In this study. the
implementation of decision tree with C4.5 algorithm and REP
method on intelligent system for diagnosing dehydration in
childern produce good classification performance. From the
total of 35 medical revord that used as testset, the intelligent
svstem can correctly predict 32 cases consist of 31 cases of
some dehydration and 1 case of severe dehydration ased on the
doctor diagnose. The intelligent system, just got 3 predicted
cases with uncorrect result that consist of 2 cases of some
dehydration based on doctor diagnose. The classification

IRE3IE 20
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performance of intellegent system for diagnosing dehydration
mapped on confusion matrix table that shown on Table IIL.

TABLE II. THE CONFUSION MATRIX TABLE OF DECISION TREE.
Maodel prediction
No Some Severe Total
dehydrati | delydrati | dehydrari
on on oan
Ao 0 2 0 2
Docto defiydration
diagno Some 1 3l 0 32
. dehydration
b Severe 0 0 1 1
dehydration
Total 1 33 1 35

In medical world, the implementation of decision for
diagnosing disease has been proved give a better performance.
In previous study, some researcher have been implementing
decision tree for diagnosing disease and proved have a good
result, showed with the performance of classification that can
be gge on the value of accuracy and error rate.

In this study the implementation of decision tree with C4.5
algorvthm and REP method can produce a high classification
performance. According to the result from the test, the
intelligent system have the high accuracy. The over all
accuracy of the intelligent system reach 91%, also have a high
accuracy in diagnosing certain cases of dehydration severity,
especially in diagnosing some dehydration cases that reach
96%. Not only have high accuracy, but the intelligent system
also have a low error rate value of 0.085714286. The over all
accuracy, the error rate value and the number of rules of the
intelligent system showed in Figure 4.

91%% 0857428
== ’
T T
accuracy error rate rules

Fig. 4. The over all accuracy, the error rate value and the number of rules of
the intelligent system

The final decisision tree of the intelligent system produce a
simple rule. The final rules that generated from the decision
tree just 9 rules (showed on Table IV ). The output generated
from 9 rules consists of 2 outputs severe dehydration, 1 output
of no dehydration and 6 outputs of some dehydration. The low
number of generated rules make decision tree become easily to
understand by user.
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TABLE IV. DECISION TREE RULES
Medical Symptoms
N Genera Aistcous i
No 4 - Diagnosis
: Eyes Membra | Turgor Re‘?P’ rat o
Appear i
nes
ance
Severe
! ) ) . - Deep Dehidration
. - Some
2 - Sunken Moist - Nermal Dehidration
e i X Some
3 - Sunken Dry Normal MNormal Ditvikation
4 Normal | Sunken Dry Slow Normal Sevese .
Dehydration
Letharg = i . Some
5 o Sunken Dry Slow MNormal Dehydration
o er Some
[ - Normal - Slow Mormal Dehidmtion
e Some
ik - Normal Moist Normal Mormal Dehidmtion
8 !.cl]\arg Normal Diry Normal Normal HNo .
ic i Dehydration
9 Normal | Normal Dry Normal Normal Some ;
i Dehydration

IV. CONCLUSION

In this study, decision tree using C4.5 algorithm with REP
method has implemented on intelligent system for diagnosing
dehydration in children. The developed system has a very good
classification performance that showed from the accuracy and
number of error rate value. Moreover the deeveloped system
also produce a simple rule that easy to use for diagnosing
dehydration in children. For the next study. expected to use a
larger number of dataset so can generated decision tree with
better classification pgrformance.
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