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Abstract

The Increasing demand for electricity causes problems for State Electricity
Company (SEC), which is called PLN in Indonesia in providing services to the
public. Neural network (NN) is one of the methods that is often used in
forecasting electricity load in different countries. Another form of neural network
which is widely used for the analysis of issues that have a repeating pattern is the
model of Recurrent Neural Network (RNAY)- Particularly, the problem in this
paper is how to how to develop a model of Fractional Integrated Recurrent Neural
Networks (FIRNN) in forecasting time series data on National Electricity Load

and how are the forecasting results of time series data on national electricity load
using Fractional Integrated Recurrent Neural Networks (FIRNN). Furthermore,
RNN models in long memory nonlinear models in this study will be called
Fractional Integrated Recurrent Neural Networks (FIRNN). This research was
conducted with literature studies, simulations and applications to real cases in
memory of long time series data, by taking the case of the burden of the use of
electricity in Indonesia. The previous studies show that most of the time series on
consumption patterns of electrical load in Semarang city shows the pattern of long
memory, because it has a fractional difference parameter which can be seen in [26].
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This study is aimed at assessing and developing a model of Integrated Fractional
Recurrent Neural Networks (FIRNN). This study is a form of renewal of other
studies, considering study long memory models using Neural Network has not
been done by other researchers. RNN models used in this study is a model of
Elman recurrent neural network (Elman-RNN). The results show that the
forecasting by using FIRNN is much better in comparison with ARIMA models.
It can be seen on the value of Mean Absolute Percentage Error (MAPE) and the
Root of Mean Square Error (RMSE) that the results of prediction accuracy using
FIRNN is better than forecast results using ARIMA.

Keywords: Double Seasonal, FIRNN, Long Memory

1. Introduction

Electricity demand in Indonesia continues to increase every gFar. along
with the increase of population and human activities. The increase in demand for
electricity stirs problems for the State Electricity Company (SEC) in providing
services to the public. There is dissatisfaction experienced by Indonesian
consumers in using SEC service.

Analysis of time series has several objectives, namely forecasting,
deling, and control [5]. Forecasting issues are related to the establishment of
models and methota that can be used to generate an accurate forecast. Neural
Networks (NN) is a nonparametric models that has a flexible functional form,
contains several parameters that cannot be interpreted as in the parametric model.
In its application, the NN conmls a number of limited parameters (weight).
Recent developments related to the application of NN for time series forecasting
indicate that several studies related to the development of recurrent neural
networks (RNN) has reviewed the problems that contains case seggonal. RNN is
an artificial neural network architecture (NN-artificial) which is inspired by the
connectivity of neurons in brain function cycle repeated use to store lap
information [9].

In a further development, the NN models have been widely used for
prediction or forecasting of time series data is real [20],[22],[19], [6], [16], [17],
[29], and [15]. In addition, the application of NN models for time series analysis,
especially in the field of time series econometrics, also encourages the
development of several tests to test nonlinearity [28] and [14]. RNN has some
good properties in sequence labeling.

RNN is flexible in terms of its usage in of information context, and is able
to receive many types of information and different data representations, to
recognize the shape of a sequential pattern in data presentation, and sequential
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patterns with a sequential distortion. However, RNN has some disadvantages. It
has limited application in the problem of labeling sequence in real world. The
serious drawback of RNN is its difficulty to store information for long periods of
time [11]. This drawback limits RNN to access important labelling sequence.

During the recent decades, long short-term memory (LSTM) has been
proven capable in various synthesis tasks requiring long-term memory (long
memory), including learning context-free language, given the amount of real high-
precision on the noise line up and a variety of tasks that require time and exact
calculation. LSTM is the redesigned version (athc special cell memory unit
architecture [12]. In the synthesis of various tasks, LSTM has been proven
pable of storing and accessing information in a very long time [8]. In addition,
LSTM has also been applied to various real world problems, such as the
prediction of secondary protein structure [3]. The use of LSTM as network
architectures in a recurring RNN produces bidirectional LSTM [10], [3], and [25].
This bidirectional LSTM gives access to the context of long memory in the input
direction.

There is another type of NN which is Elman RNN. Elman RNN can
explain the sequential effect of the AR model and MA simultaneously to forecast
multiple seasonal time series, and compare the accuracnof forecasting by using
seasonal ARIMA models [30]. Several previous studies in many countries around
the world, including in Indonesia show that the ARIMA model for electricity

nsumption data tends to have MA sequence, [26] and [18]. Several studies
related to the short-term electric power can be seen in [4], [13], and [23].
Based on the open issues related to the RNN models by focusing the study on a
model of time series data that have a long-term dependence, the research was
conducted with the general goal to learn about the RNN models in forecasting
modeling framework, especially on the major problems faced by this nation in
terms of anticipating changes in the electricity load from time to time. In
particular, forecasting modeling which will be discussed will focus more on time
series models with application state electrical loads using RNN models. Further
models of RNN on the model fractional integrated in this study will be called the
term Fractional Integrated Recurrent Neural Networks (FIRNN).

Based on the background described above, the problems of this study can
be formulated as follows:
1) How to how to develop a model of Fractional Integrated Recurrent Neural
Networks (FIRNN) in forecasting time series data on National Electricity Load?
2) how are the forecasting results of time series data on national electricity
load using Fractional Integrated Recurrent Neural Networks (FIRNN)?
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2. Theory of Time Series Analysis and Neural Network

2.1. Time Series Analysis

Time series is a sequence (row) of Y, observations on a variable Y, in
which each observation is recorded at a certain time t € T [1] . In this case T is the
set of thm'me at which the observation is made. If T is a discrete set, then Y, is a
discrete tiu: series. Y, is a notation whole time series, which is the observation of
Y, in time to t. In the case of discrete time series, observations are usually taken at
the same time interval.

A'Y; process can be considered as a strong stationary if (ytl, Vigsreor ytk)’

and (yt1+11,yt2+1, ..,ytkﬂ)’ 'has the similar joint distribution function for all
integers k = 1 dan for all t,,t;,...,t;, k € N in [2]. Processes with the first and
second moments are independent of time is also a concern in the analysis of time
series. The following definitions is related to the concept of weakly stationary or
stationary to second order. A sequence {Y,} can be included into the model
Autoregressive Integrated Moving Average when the d difference which is
W, = V9Y, is a stationary ARMA process. If W, is ARMA (p, q) then Y, is
ARIMA (p,d, q). In practice, the value of d is used generally worth 1 or at most 3
[27].

in general SARIMA models (P, D, Q)5 [1]

b, (B)(1 - BS)PZ, = 04(B)a, (2.1)

With @,(B%) =1 — ®;B% — ®,B* ... — ®,B"

0¢(B%) =1—0,B5 — 0,B% ...— 0,B%
Mulgimlicative SARIMA models can be written in the following equation,
%E‘%(BS)U - B)(1 - B)"Z, = 84(B)0 o (BHar (2.2)
This model is often called by the SARIMA model (p, d, q) (P, D, Q)°. This model
will be reduced to the ARIMA model (p,d, q) when there is no seasonal effects as
well as being the ARMA (p, q) when the time series is stationary. The generalized
Additive SARIMA models can be written in the following equation

(1—¢yB— B — - — ¢,BP — ®,B° — ®,B* ...
— ®,B")(1-B)*(1 - B%)Pz,
=(1-6,B—0,B2—--—0,B9—0,B°—0,B% ...— 0,8%)q,

ARFIMA model is able to model both the short-term and long-term
dependence. Observations generated by the ARMA structure shows the short-term
dependence, while the fractional differentiation parameter d, which causes values
to fall hyperbolic ACF showed long-term dependence. ARFIMA (p, d, q) models
developed [7] is written as:
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Pp(B)(1 - B (Y, — p) = 6(B)a; (2.3)

2.2. Neural Network (NN)

RNN has some good properties in sequence labeling, RNN is flexible in
the use of information context, RNN is able to receive many types of information
and different data representations and can recognize the shape of a sequential
pattern in data presentation can recognize sequential patterns with a sequential
distortion. However, RNN also has some disadvantages which are their limited
application in the problem of labeling in real world sequence. The possibility of a
very serious shortage of RNN is difficult to store information for long periods of
time [11] The limit to be able to access RNN labeling sequence is very important.

In a study that used activation function is the sigmoid function in the form

of bipolar
1—e™*
flx) = Ttz (2.4)

With the value of the derivativef (x) = %[1 + f(x)][1 — f(x)]. This function is

very close to the hyperbolic tangent function. Both have a range between -1 to 1.
1-e "X

x -x
Hyperbolic tangent function, formuﬁ:d as f(x) = Zx:_x or f(x)= P
With the value of derivatives is f (x) = [1+ f(x)][1 = f(x)].

In addition to the bipolar sigmoid function, activation funcmn which is
used is a linear function of the formf (x) = x. This linear function has an output
value which is equal to the value of output.

Both of the activated functions which are used in the analysis of the real
case study are ARIMA rndels and RNN-Elman. The figure of Elman RNN-or
which is often called the ARMA (2,1)ﬁIN anonymous has 4 units of neurons in
layer hidden show in figure 1. The main difference between the RNN and NN Elman
other types is the display of the feedback process that presents its output into the
next input.

Weights and biases in model-ﬁman RNN are estimated using the back
propagation algorithm. Generally RNN with one hidden layer, input units q and p
units in the hidden screen is

P q
2e={Bo+ Y Bift vio+ ) vk |t £ (25)
j=1 i=1
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Y

Input Layer
(Tndenendent

Hidden Layer

Figure 1. RNN-Elman Architecture

With [3]. is weight on the j-th unit in the hidden layer, Yji is the weight of the i-th
input to the j-th unit in the hidden layer, f?(x) is the activation function in the
hiddenwycr, and f(x) is function in the output layer. The above weights and
biases can be estimated by minimizing the value of e, which is described in the
following equation.

n
1 -
e :EZ[X‘_X‘]Z (2.6)
t=1
3. Methods

This study was conducted with the study of literature, simulations and
applications to real cases of long time series data in energy consumption load in
Indonesia. The study of literature and in-depth theoretical study were carried out
to obtain the following results:

1) Retrieving studies of RNN model forecast on the time series and the
seasonal pattern of long memory.

2) Retrieving forecasting ARFIMA modeling studies on time series pattern of
long memory.

3) Developing theoretical models in the RNN and time series models and

other related.
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The study of the application was conducted by taking the load electricity
consumption data the in Java and Bali every half an hour, taken from December
1*' to December 31%, 2010. Furthermore, the data were divided into two groups, as
the incoming data in the sample was observed during the period of December 1%
until December 25", 2010 and the out coming data in the sample was observed on
26" up to 31° December 2010. The following steps were carried out to analyze
the data.

1. modeling ARIMA usi§f the Box-Jenkins procedure

2. modeling RNN using the inputs based on the sequence of the best ARIMA
model in the first step

3. Forecasting the outcoming data sample using both RNN and ARIMA
models

4. Comparing the accuracy of forecasting results by using the Mean Absolute
Percentage Error (MAPE) and Root of Mean Square Error (RMSE) to
determine the best forecasting model.

4. Results

As described in the research methods above, the development and
application of RNpY - based modeling procedures as a predictive model to model
time series data with the application of the national electricity load will be
conducted in the following steps. Procedures for the RNN modeling of time series
was conducted with the following steps.

4.1. Identification of Long Memory Models

Based on the original data plots from the program, the original data can be
considered as stationary. Consequently, the time series analysis which is used to
determine the Hurst value can be conducted in order to determine the long
memory identification.

Box-Jenkins method based - ARFIMA modeling was conducted through
several steps, which are model identification, parameter estimation, verification
and forecasting. Basically, the method has the same phase with ARIMA models
but each stage has its own distinction. In order to have a better look on the
difference, a sample application will be given using the power of data which was
created every hour. Based on analysis of the program and the study of theory,
ARFIMA models were obtained.

H wvalues in the regression equation can be estimated through ordinary
Least Square method (OLS). If | H | = 0.5, then {Y,} shows a pattern of short
memory, whereas if 0 <l H | <0.5, then {Y,} shows an intermediate pattern
memory, and if 0.5 <IH | <1 then {Y,} shows a pattern of long memory. The d”
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fractional differentiation parameter estimation was given with the estimated value
ofd=H-0.05.

Results of analysis using Matlab program to determine Hurst value can be
seen in the following figure.

logid}
ra

1 L L L L L

1] 1 2 3 4 5 &

Figure 2: Results of analysis with Matlab program for Hurst value

Based on the calculations, y = 14487,6 was obtained and Ordinary Least
Square method with X = log(t) and Z = log (R/S) obtained estimated values H =
0.85185 so that d = 0.35185. These results indicate that the data of electricity
consumption in Java and Bali follow the pattern of long memory.

D .2. Testing Stationary and Nonlinearity

The first section has explained that the original data plot shows that the
data is in a stationary condition. Therefore, it is necessary to analyze whether the
@ta is also stationary at the first difference of the data plot (differential level 1).
Based on the results of the analysis with the program, the first plot in the data
difference can be seen below.

The results above indicate that the data as the first difference is stationary, it
can be shown by the degree of variance values which are smaller than the value of
the plot of the original data variance.
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Figure 3: Plot of original data of electricitv consumption load per half hour

Based on calculations using Terasvirta Neural Network Test (can be seen
in the attachment by using the program R), the lag-1: X-squared = 61.2218, df =
2, p-value = 5.085e-14. These results indicate that the data show a nonlinear
pattern, because the P-Value <0,005. Based on calculations using Terasvirta
Neural Network Test using R program for deriving the lag-2: X-squared =
164.6963, df = 7, p-value <2.2e-16. These results indicate that the data show a
nonlinear pattern, because the P-Value <0,005. Based on calculations, Terasvirta
Neural Network Test using R program for deriving the lag-2: X-squared =
164.6963, df = 7, p-value <2.2e-16. These results indicate that the data show a
nonlinear pattern, because the P-Value <0,005.

4.3. Data Analysis and Discussion

Based on the results of the descriptive analysis of the data, the electriﬂ'y
consumption per month and per half hours on Bali - Java System Load (MW) can
be seen in table 1 below.

Table 1 above illustrates that the highest electricity load occurs in November is
17992 MW at 19:00 on Wednesday the 4", and the lowest on the same day
ranging from 8940 MW. This condition illustrates that at 07.00 most customers
turn off the lights, when the community is ready to work and go to the office.
Generally in Indonesia, customers’ working hours usually start at 08.0 and finish
at 16.00.
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Table 1. Descriptive Load Power Consumption in 2010

THE
MAXIMUM | MINIMUM DU]}ING AVERAGE
MONTH | DATE/TIME DAY LOAD LOAD :::‘)2\\1[() UM
LOAD
January 22 19:00 Thursday 16896 9445 15911 14773
February 27 19:00 Friday 17157 11059 16262 15074
March 24 18:30 Tuesday 17503 11711 16668 15415
April 28 19:30 | Wednesday 17776 11285 16824 15562
May 8 19:00 Thusday 17896 11661 16865 15656
June 17 19:00 Tuesday 17802 11454 16695 15449
July 31 18:30 Thursday 17645 11322 16469 15570
August 12 19:00 Tuesday 17840 9779 16428 15714
September | 18 19:00 Thursday 17860 7101 16470 15431
October 22 19:00 Thursday 18100 11558 16769 15658
November | 4 19:00 | Wednesday 17992 8940 16655 15582
December 3 19:30 Thursday 17919 11334 16424 15368

Furthermore, household electricity consumption in a period is less
or more than the overall avegpge power consumption. At 18:00, the customer turns
on the light in the evening and at 19:00, most customers come back from work,
and do a lot of activities in their houses, so they use large amounts of electricity
such as the use of electronic devices. The load of average power consumption
ranges from 15582 MW and the highest occurred in November, while the highest
peak load during the day occurred in May which has reached about 16865 MW.
This condition suggests that the usage of load power consumption at any time
shows a different trend, so that there is a difference between the peak load during
the day, night and in the morning. That becomes the characteristic of use loads of
electricity consumption in Indonesia and it is always different from the rest of the
world.

4.4. ARIMA Models and Model Results Elman RNN

The construction of the ARIMA model based on the procedure Box-
Jenkins (Box, Jenkins 1994) begins with the identification of the sequence of the
data stationary models. Figure 1 and Figure 2 show that the data is stationary.
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(PACF) results can be seen in the following figure.

Autocorrelation

Partial Autocorrelation
|

Figure 4. ACF and PACF original data

Based on ACF and PACF plots from the original data, and the data, it can
be seen that the dissolution of the stationary is based on the second lag, with the
value of 0.98 fakp dropped to -0.65. It appears to be seasonal differences over a
periode of hours (lag 12). After seasonal differences over a periode of hours, ACF
and PACEF plots. ACF plot shows that the regular lag decreases very slowly and
shows that the sequence differences can be necessary. Furthermore, the
differences in regular and daily seasonal sequence data have ACF and PACF
plots. The results show that the ACF plot at 168 and 336 lag significantly and tend
to stop down very slowly. Therefore, a sequence of weekly seasonal difference is
required to use (lag 24), (lag 28) and (lag56).

ACF and PACEF plot the data ft difference stationary, the data has been
differentiated with a lag of 1 and 24. Based on ACF and PACF plots, there are
several ARIMA models amqeasonal ARIMA double while to be proposed, the
ARIMA (1,0,1), ARIMA (10.2), SARIMA ((1,1,1) (2, 1.1)24), SARIMA ((1,1,1)
(2,1,1)28) and SARIMA ((1,1,1) (2.,1,1)s6). Further results on tnts of parameter
significance and diagnostic checks for the five proficiency level models show that
the rest is white noise. Moreover, the test results on the normalization of the
Kolmogorov-Smirnov test rest with the rest to show that the two models do not
meet the normal distribution.
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The results of the comparison between the values of forecasting accuracy
Elman-RNN models can be seen in table 2. Based on the criteria of MAPE and
MSE on the set of data out sample.

Table 2. The comparisons of data accuracy value out sample

Models Criteria Out Samples
MAPE MSE
ARIMA (10,1) 5,92 3936
ARIMA (10,2) 6,35 4442
SARIMA ( (1,1,1) (1,1,2)24) 444 3732
SARIMA ( (1,1,1) (2,1,1)2s) 1145 7745
SARIMA ( (1,1,1) (2,1,1)s6). 29,32 9978
Elman-RNN (242.1) 1,80 2892

Based on the analysis, table 2 shows that among the other models, the
ARIMA (1,0.1) has a MAPE value better than ARIMA (1,0,2), whereas SARIMA
model that has the smallest MAPE values is a SARIMA model ((1.1.1) (1,1.2) 24)
with the amount of MSE is 3732. In this case, this model is the best model
available on the ARIMA model. While the MAPE values for models ElIman-RNN
(24.2,1) is worth 1.8 and MSE 2892. This means that RNN model has the smallest
value of MAPE and MSE when compared with the five existing ARIMA models.
This means that the RNN model is the best model because it has the smallest
value of MAPE and MSE.

5. Conclusion

5.1. Conclusion

Based on thediscussion above, it can be concluded that the application of
fractional Model of integrated recurrent neural networks (FIRNN) for forecasting
time series data in national electricity load consists of several steps such as
determining the identification of long memory models using the rescale range, and
conducting nonlinearity and stationary test using Terasvirta test and data analysis
using ARIMA and Elman-RNN. The results of the integrated fractional
forecasting recurrent neural networks (FIRNN) for forecasting of time series data
in the National Electricity Load show that Elman-RNN model is better than the
models generated by the ARIMA model considering the value of Mean Absolute
Percentage Error (MAPE) and root of Mean Square Error (RMSE), which is
smaller than the other models.
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5.2. Suggestion

In this research, the genetic algorithm method which is popularly used in
the optimization has not been used so it is necessary to compare it with the
existing method in this study in terms of forecasting. Large genetic algorithm
methods can be probably used to study forecasting for similar cases. Therefore, it
makes wider opportunities for the development of related forecasting time series
study using methods that have not been developed in the research.
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