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Preface

It is my privilege as the Editor-in-Chief to present to you an effort of our team of

prominent contributors to this monograph on Carbon and Oxide Nanostructures.

Over the past 20 years, carbon and oxide nanostructures evolved into one of the

most studied objects and are presently entering in the transition phase from nano-

science to nanotechnology. Carbon and oxide nanostructures constitute an enor-

mous topic which may only be described in a simplified manner, which in essence is

the intent of this book. It is hoped that this book would provide valuable resources

for researchers as well as postgraduate students of physics, chemistry and engineer-

ing. Related carbon-based materials such as fullerenes, carbon fiber, glassy carbon,

carbon black, amorphous carbon, diamond, graphite, buckminsterfullerene, and

carbon nanotubes (CNTs) are discussed. CNTs which have attracted the attention

of the scientific community due to their fundamental and technical importance are

elaborated. It also presents a review of the applications of fullerene and its deriva-

tives as electron beam resists, as well as outlining the effects of catalyst on the

morphology of the carbon nanotubes. Structural and optical properties of hydro-

genated amorphous carbon (a-C:H) thin films prepared in a DC-plasma-enhanced

chemical vapor deposition reactor is discussed in greater detail. Some of the works

done on polymer-CNTs-based solar cells with a variety of device architecture and

band diagram are summarized. Several irregular configurations of carbon nanofi-

bers (CNF) such as coiled, regular helical, and twisted coil are elaborated. This

book also includes the molecular modeling of carbon-based nanomaterials includ-

ing discussions on some aspects of the issues related to the synthesis and character-

ization of diamond prepared via CVD techniques using the hot filaments and

plasma. Oxide-based materials related to fuel synthesis and solar hydrogen produc-

tion are also presented. The versatility of ZnO nanostructures and some of the novel

applications such as solar cells and light-emitting devices are being highlighted. A

brief introduction of Fe–FeO nanocomposites and some superparamagnetism stud-

ies in the form of particles and thin films are included. The benefits and drawbacks

of the properties of some nanomaterials used in optical sensing applications are

given, and the recently developed optical chemical sensors and probes based on

photoluminescence are also rigorously overviewed. Aspects of nanocatalytic reac-

tions, the types of catalyst, and also the preparation and characterization of the

active catalyst for ammonia synthesis are scrutinized.
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I am grateful to all authors who have contributed to the chapters of this book. All

merits on overview of such an enormous topic as Carbon and Oxide Nanostructures

in this concise monograph should be credited to all contributing authors, but any

shortcomings to be attributed to the Editor-in-Chief. The book is dedicated with all

sincerity to all whose work has not received due reference and recognition.

Universiti Teknologi PETRONAS Assoc. Prof. Dr. Noorhana Yahya

Malaysia
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Carbon Nanotubes: The Minuscule Wizards

Noorhana Yahya and Krzysztof Koziol

Abstract Carbon Nanotubes (CNTs) have attracted the attention of scientific

community due to their fundamental and technical importance. The structural diver-

sities and the related diverse physical properties with large aspect ratio, small

diameter and low density, are extremely fascinating. CNTs can behave as metallic

conductors, semiconductors or insulators depending on their chirality, diameter and

presence of defects. Their nano-scale dimension can be exploited as they have high

accessible surface areas that make them not only exhibit high electronic conductiv-

ity but also useful mechanical properties. This chapter discusses on the production

of CNTs, both single wall nanotubes and multiwall nanotubes giving emphasis on

pulsed laser technique and microwave assisted chemical vapor deposition tech-

nique. The word wizard is coined due to their remarkable properties leading to their

potential applications which are likely to stretch across different areas of industry.

1 Introduction

Carbon nanotube (CNT) is a graphitic sheet consisting of covalently bonded carbon

atoms in hexagonal-type arrangement. The sheet is rolled up into a cylinder with the

ends closed by hemispherical graphitic domes. Carbon nanotubes (CNTs) have

extraordinary structural, electrical, and mechanical properties, which are derived

from their unique 1-D nature [1]. This feature is of great interest to physicists as

it permits the exploration and application of quantum effects. The mechanical
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[2, 3], (stiffness, strength and toughness), thermal [4] (heat dissipation) and electri-

cal [5] (conductor and semi-conductor) properties of CNTs enable enormous

potential applications from batteries and fuel cells, fibers and cables to pharmaceu-

ticals and bio-medical materials. Scores of other applications, which open possibi-

lities of generating new 1D structures emerge when the hollow/cavity of CNTs

were filled with other.

Carbon nanotubes can be divided into two basic classes; single wall nanotubes

(SWNTs) and multiwalled nanotubes (MWNTs). SWNTs are formed from a single

graphitic layers with typical diameter in the range of 0.4–2 nm [2, 3, 6, 7]. There is

no restriction in length of the SWNTs and researchers are working towards achiev-

ing as high as possible aspect ratios [8] which are currently limited by the activity of

the catalyst particles, used for the CNT growth and other synthesis conditions.

MWNTs include structures formed in coaxial arrangement of several (2–100)

graphitic cylinders and their external diameter ranges from 10 to 100 nm [9].

Carbon nanotubes can be divided into two basic classes; single wall nanotubes

(SWNTs) and multiwalled nanotubes (MWNTs). SWNTs are formed from a single

graphitic layers with typical diameter in the range of 0.4–2 nm [2, 3, 6, 7]. There is

no restriction in length of the SWNTs and researchers are working towards achiev-

ing as high as possible aspect ratios [8] which are currently limited by the activity of

the catalyst particles, used for the CNT growth and other synthesis conditions.

MWNTs include structures formed in coaxial arrangement of several (2–100)

graphitic cylinders and their external diameter ranges from 10 to 100 nm [9].

2 Synthesis of Carbon Nanotubes

Various structures of CNTs were formed by using different techniques, among

others are arc discharge [10], laser ablation, gas-phase pyrolysis [11, 12], plasma

enhanced [13, 14] or thermal enhanced chemical vapor deposition (CVD) [15, 16].

Regardless of the techniques, metal catalysts are generally required to assist the

growth of the CNTs. Stringent control on the growth of CNTs is required and

reasonable cost for large scale production still remains the challenge. Some aims

at having large reactors while others are working towards miniaturization of

equipments.

2.1 Laser Ablation Technique

Laser ablation is a very successful technique to produce high yield and high quality

CNTs [17–20]. Some of the important parameters which governed the growth of

CNTs need to be scrutinized. Web-like structures of CNTs were found by using this

technique [19]. It was also reported that by using a simple vertical evaporation

chamber without a furnace around the graphite/metal-composite (Co, Ni, Fe and Y)

2 N. Yahya and K. Koziol



rods target and with a laser power 250 W and 400 Torr of argon gas flowing, web

like soot containing high densities of bundles of Single Wall Carbon Nanotubes

(SWCNTs) could be produced [19]. Also, aligned MWCNTs are highly desirable

and the dependency of the diameter of catalyst used during the synthesis is very

important [21].

Pulsed laser ablation deposition (PLAD) systems as well as continuous laser

ablation systems and components with low start-up cost must also reach the market

to ensure total cost of CNTs production can be reduced. In order to meet the

demands of R&D using the laser system, there is high need to incorporate this

technique into the main stream of solid-state-device technology. In short, the

feasibility of large scaled-up methods needs to be demonstrated. In developing

the PLAD systems for CNTs production, various constraints need to be addressed in

getting the right conditions for higher quality and higher yield of the CNTs. The

target-substrate distance, rotation of the target and substrate, catalyst, laser power,

heating element, type of gas (inert environment), time of ablation, position of

sample and substrate are amongst the conditions that must be closely studied and

fully understood.

Yahya et al. [22] have designed and developed an inexpensive new chamber for

Pulsed Laser Ablation Deposition (PLAD) system to synthesis carbon nanotubes

(CNTs) (Fig. 1). CNTs were formed by ablating a graphite pellet mixed with

catalysts using pulsed laser. Hot vapor plume (Fig. 2a) is formed and expands

then cools rapidly during the ablation process. A T-shape stainless steel vacuum

Fig. 1 A schematic diagram of the locally developed chamber for pulsed laser deposition (PLAD)

system

Carbon Nanotubes: The Minuscule Wizards 3



chamber which has cylindrical shape, with diameter of about 15 and 45 cm length

(Fig. 2b) was developed. An Nd: YAG laser (model SHG-LP-05) with a laser

wavelength 532 nm was used as the evaporation source. An Edward RV Dual-

Mode Vacuum pumps (model: RV5) was used to pump out the unwanted particle

and to keep the chamber at vacuum condition. Maximum pumping speed of the

vacuum pump was about 6.2 m3/h and the pressure employed is about 2 � 10�6

bar. Argon gas was flowed through the chamber by using Concoa 65 mm flowmeter

565 series to ensure the inert environment. The vaporized small carbon molecules

were condensed on a glass substrate to form CNTs. Quenching process can also be

done whenever required.

Surface morphology of the CNTs collected from the PLAD process by using

graphite-NiCo pellet was shown in Fig. 3. It can be seen that large quantities of

web-like CNTs were formed on a glass substrate. The diameter of the web-like

CNTs observed ranges from 35 to 100 nm. Bundles of CNTs can also be observed.

Transmission Electron Microscope (TEM) image reveals a bamboo-like CNTs

with diameter of about 40 nm and a thick wall approximately 15 nm (Fig. 4a, b).

Substrate Holder
a

b

Glass window

Target

Rotary vacuum pump

Quartz glass window

ND-YAG laser

Chamber
window

T-Shape
Chamber

Fig. 2 (a) Formation of plume during the ablation process. (b) T-shape stainless steel chamber

(designed in-house) ND: YAG laser and the rotary pump (adapted from [22])
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The CNTs was formed using 10 and 11 weight percentage of NiCo bi-catalysts to

initiate the catalytic activities. There are a few metal nanoparticles (catalysts) that

can be observed in the TEM image. The metal particles ranging from 40 to 50 nm in

diameter are seen as dark spots. The CNTs consist of hollow compartments and the

distance between the adjacent compartments inside the tube is approximately

60 nm. The wide distribution of particle size of catalyst had probably caused the

different diameter of CNTs. It should be noted that the CNTs that was formed using

higher weight percentage (11%) of NiCo bi-catalyst does not give much significant

effect on the length of the compartments and the diameter of the CNTs (Fig. 4c).

Figure 5a–c give the image of CNTs when Fe2O3 was used as catalyst. It should be

noted that the formation of bamboo-like structure can be also observed, however

the inner diameter and the compartment of the structure are slightly less comparing

to those prepared using NiCo catalysts. Further investigation on the effect of using

Fe2O3 as the catalyst to the growth of the CNTs is currently been carried out.

Fig. 3 Scanning electron microscope image of web-like CNTs collected from the PLAD method

employing graphite-NiCo pellet

30 nm

Compartment
50 nm

Wall thickness
15 nm

cba

50 nm

Fig. 4 (a) TEM image of 100 kX of bamboo-like CNTs and (b) TEM image of 80 kX magnifica-

tion of bamboo-like CNTs with 10 weight% of NiCo as bi-catalyst in Argon gas. (c) TEM image of

100 kX bamboo like CNTs using 11 weight% of NiCo as bi-catalysts

Carbon Nanotubes: The Minuscule Wizards 5



It is speculated that the bi-metal (NiCo) and the Fe2O3 catalysts and laser pulsed

width (120 ns), had significantly resulted the bamboo-like structures. Carbon atoms

that were produced from evaporation of target materials in this experiment a

graphite powder by the pulsed laser diffused on the surface of the catalyst and

formed the graphite sheets as a cap on the catalyst. The growth of compartment in

the tube are attributed to the 120 ns pulsed width. The carbons and the catalysts had

undergone temperature fall between the pulse-to-pulse laser ablation process and

tended to grow towards horizontal rather than vertical. This continuous process had

formed the hollow tube and had produced the compartments [18, 23].

A unique bamboo-like CNTs structure was formed by using in-house designed

chamber for the PLAD system [22]. In short the bamboo-like structures of CNTs

were formed by the PLAD system due to the precise conditions, such as laser power

(10.24 W), pressure (4 Torr), catalyst (NiCo and Fe2O3), inert environment (argon

gas) and the wave length (532 nm) of the laser and the pulse to pulse width time

(about 120 ns) during the ablation process.

Klanwan et al. [24] reported high quality CNTs by using laser ablation method

(Fig. 6). They employed Nd: YAG pulsed laser with 355 nm wavelength, 0.6 W

and 10 ns pulse width at 10 Hz with C/Ni/Co rod target as the feed stock under

1.5 L/min nitrogen flow [24]. The experimental set up consists of electric field

quartz tube furnace with outer diameter, inner diameter and length of 28, 25 and

700 mm, respectively with a rotating motor with 7 r.p.m. It should be noted that

the feedstock/catalyst were heated at 1,000 and 1,080�C before ablation process

was done.

It was found that web-like CNTs were produced using this system and the fibrous

CNTs products have the average diameter of about 20 nm. Raman spectroscopy

analysis was done to study the crystallinity of the single walled CNTs (SWCNTs).

The Raman shift band in the range of 100–300 cm�1 known as the radial breathing

mode (RBM) is the signature of SWCNTs [24]. At low Raman shift range, distinctive

RBM signal at 220–240 cm�1, was observed indicating the presence of SWCNTs

when heated at 1,000 and 1,080�C. At higher Raman shift (1,300–1,600 cm�1)

a b

50 nm100 nm100 nm

Compartment
40 nmCompartment

Catalyer 40 nm

25 nm

35 nm

20 nm

Compartment
60 nm

50 nm

c

Fig. 5 (a) TEM image of 80 kX of bamboo-liked CNTs and (b) TEM image of 80 kX magnifica-

tion of bamboo-like CNTs with 10 weight% of Fe2O3 catalyst in Argon gas. (c) TEM image of

100 kX bamboo like CNTs using 11 weight% of Fe2O3 catalysts
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a b

dc

e f

0.5 µm 0.1 µm

0.5µm

2 µm

0.1µm

0.1µm

Fig. 6 TEM images of (a, b) MWNTs irradiated with microwave. (c, d) acid treated samples.

(e, f) Thermally treated MWNTs (adapted from [25])
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a strong G-band which strengthen the graphitic bonding and D-band which shows

the presence of the defective carbonaceous constituents were observed. It was

observed that this method had resulted in high G/D ratio indicating the high

crystallinity with respect to the amorphous carbon components particularly for

the samples that was heated up to 1,080�C. High Resolution Transmission Electron

Microscopy (HRTEM) images revealed the CNTs with diameter in the range of

1–1.2 nm. Quantitative analysis was done and it was found that the mean diameter

of the SWCNTs is 1.2 nm.

SWCNTs and MWCNTs were also produced by Zhu et al. [7] and Sabbaghzadeh

et al. [26], respectively by using laser ablation technique. Zhu et al. [7] used

Nd:YAG laser which has high power density 0.05–530 MW/cm2 and long pulses

3–5 ms at 15 pulses per minute. The SWCNTs were produced using 0.6 at% of

nickel and cobalt metal catalysts in argon gas environment with 2.2 L/min flow rate

to give the inert environment. A cylindrical chamber made of quartz with 15

and 80 mm inner diameter and length, respectively was used for this process.

Sabbaghzadeh et al. used copper vapor laser (CVL) with extremely high frequency,

10 kHz, in pulsed mode [26]. They found MWCNTs was produced when with short

pulses with less than 10 ns duration and the wavelength used was 510.5 and

578.2 nm. High purity graphite target was used as the feedstock and cobalt and

metals were used as the catalysts. Kusuba and Tsunawaki [27] had produced

SWCNTs using XeCl excimer laser ablation method. They used a laser with

308 nm wavelength and pulse width of 16 ns which was irradiated onto a graphite

target as the feedstock. The target contained cobalt and nickel as the catalysts. The

Raman spectra at low frequency region indicated the presence of SWCNTs at

180 cm�1 due to the RBM and it was calculated that the tube diameter is approxi-

mately 1.3 nm in diameter. This is in good agreement with the TEM results.

2.2 Microwave Irradiation Method

Microwave (MW) heating which differs from the conventional heating had gained

interest in the production of CNTs. This method heats the precursor materials

volumetrically and causes the sample surface temperature slightly lower. This is

due to losses through evaporation, convection, conduction and radiation. On the

other hand the other part of the materials will have good heat dissipation. Due

to the fact that MW heats volumetrically, materials with a uniform microstruc-

ture can be produced using microwave heating. Some other advantages of MW

heating are:

1. Rapid heating is simply achieved due to direct coupling of the microwave

energy to the materials

2. Energy is accumulated in the materials

3. Fast and clean

4. No direct contact between the energy source and the material [28]

8 N. Yahya and K. Koziol



Microwave irradiation method to functionalize CNTs has been reported. Also,

numerous research works reported the application of microwave plasma enhanced

chemical vapor deposition (MW-PECVD) which fulfills the need to synthesize

CNTs at low temperature [29–32].

Talemi et al. [25] reported carbon nanotubes could be treated using deionised

water as a reactive reagent. They used 10 mg of CNTs which was dispersed in

100 mL of deionized water. They employed 2.45 GHz, 900 W for 10 min at 100%

power. This is a very promising way for low temperature synthesis of carbon

nanostructures. They observed cloth-like amorphous carbon with some impurities

when MWNTs were irradiated with microwave. Some of the CNTs were treated

with acid and had resulted to shorter length but sharper tips. Some of the CNTs were

thermally treated and had resulted in less amorphous carbon between the nanotubes

while the catalysts still remain in the tubes (Fig. 6a–f).

Yoon et al. reported a method to transform solid carbon to CNTs using direct

microwave irradiation of catalyst particles on the surface of solid carbon [33]. In

this work cloth form of activated carbon fiber (ACF) as feedstock and FeCl3 as

catalyst were impregnated on the specimen (Fig. 7). Samples were directly irra-

diated with microwave of power up to 2,000 W and 2.45 GHz frequency in a quartz

tube reactor under flowing argon gas. Fu et al. reported on microwave-CVD

technique to synthesize CNTs [34]. A Y-junction CNTs were observed due to the

microwave field and the methane gas flow fluctuation during the synthesis process

[34]. It should be noted that the CNTs were produced without the presence of

catalysts. Aligned MWCNTs can also be synthesized using microwave assisted

Fig. 7 Morphology of the ACF specimen (a) before microwave irradiation, (b) after microwave

irradiation, (c) magnified image of (b), (d) microstructure of a fibrous carbon in (c) observed by

HRTEM (adapted from [33])

Carbon Nanotubes: The Minuscule Wizards 9



CVD technique. Layers of aligned bamboo-like MWCNTs were observed using Co

layers substrate [21].

Mendez et al. [35] also reported that when they heated graphite powder in a

quartz capsule via microwave of 800 W power, 2.45 GHz of frequency and vacuum

atmosphere (10�5 Torr), MWCNTs can be observed even without the presence of

catalysts. They used silica target and the optimal process time was 60 min. The

TEM image revealed MWCNTs with bamboo-like structures when the graphite

feedstock was heated with boric acid.

Srivastava et al. had also prepared CNTs using microwave assisted PECVD

by controlling the growth time and the power using C2H2 and ammonia gas

composition and Fe as catalyst [2]. They were able to produce regular conical

compartments with high crystallinity and with many open edges at the outer surface

of the tubes (Fig. 8).

Generally, for the microwave assisted CVD, judicious control of process param-

eter namely, wavelength, power, time, substrate, catalyst and feedstock will result

to different morphology and structures on the CNTs.

2.2.1 Vertically Aligned CNTs

Vertically aligned and high quality CNTs are highly sought [36] as they have

potential applications in the microelectronic industries [37]. This part discusses

on the production of vertically aligned CNTs produced by microwave assisted

technique. Vertically-aligned MWCNTs have been synthesized using microwave

plasma CVD technique [37]. The well vertically aligned CNTs were produced a

Fig. 8 TEM micrographs of short conical CNTs (a) Low magnification images, (b) magnified

view of the shortest conical CNTs, (c) highly magnified view of tip and (d) typical HRTEM image

of a conical CNT (adapted from [2])

10 N. Yahya and K. Koziol



low temperature (330�C) using gas mixtures of H2–CH4, H2–C2H2 and H2–C6–H6.

A few experimental conditions were studied, namely, the microwave power, pres-

sure, substrate temperature, CH4 flow rate, CO2 flow rate, DC bias, and deposition

time leading to the quality of the CNTs. It should also be noted that Fe particles

were deposited on an n-type silicon wafer substrate. In short, high quality and

vertically aligned CNTs were produce using CO2–CH4 gas mixture, with the flow

rate of 29.5 sccm/30 sccm, microwave power of 300W, gas pressure of 15 Torr, DC

bias of �150 V, and substrate temperature of 330�C.
Turq et al. [38] had successfully synthesis vertically aligned CNTs (Fig. 9)

using microwave plasma enhanced CVD method. They used 2.45 GHz and 500 W

for the ignition which was applied to silicon based substrate [38]. Prior to this

process, thin iron catalyst was deposited on the silicon substrate. The feed gas is

methane (CH4)/H2 with flow rate of 100 and 10 sccm respectively, at a total

pressure of 2.7 kPa.

3 Carbon Nanotubes (CNTs) Properties

The superior properties of CNTs had made us coined the word wizard which may

potentially have wide industrial applications and consumer products in the near

future. This is due to the fact that CNTs exhibit excellent properties that are very

attractive for many technology applications. CNTs have Young modulus�10 times

of steel and electrical conductivity up to 1,000 times that of copper [39]. It is thus

far the strongest (in terms of tensile strength) and stiffest (elastic modulus) material.

MWCNTs were tested to have tensile strength of 63 GPa [40]. The electronic

properties of MWCNTs are quite similar to those of the SWCNTs. Their electronic

transport in metallic CNTs occurs ballistically and this enables high currents

carrying capacity with no heating [41]. CNTs are good thermal conductor element

[42]. Single MWCNTs of a certain diameter and aligned SWCNTs exhibit thermal

Fig. 9 SEM micrograph of

vertically aligned CNTs

grown on thermally oxidized

silicon (001) substrate

(adapted from [38])
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conductivity of 0–30 W/mK (4–300 K) and 200 W/mK (room temperature),

respectively [36]. Pop et al. reported that the thermal conductivity of SWCNTs is

about 3,500 W/mK measured at room temperature [43]. The thermal conductivity

and the specific heat of CNTs are determined by phonon. At low temperature, the

phonon contribution is primarily determined by the acoustic phonons [3]. Low

thermal conductivity indicates the presence of impurities [3, 4]. Properties of CNTs

are presented in Table 1

4 Potential Applications of Carbon Nanotubes (CNTs)

Carbon nanotubes are endowed as materials for the future particularly in the

emerging technology. Due to the remarkable properties mentioned above, CNTs

are largely perceived as the key research areas that will change the technology

architecture. Current and long term applications are sought. However large scale

synthesis of high quality and high crystallinity SWCNTs and MWCNTs is still the

major drawback. The knowledge transfer from the academia to the industry is rather

slow. Researchers are working towards the following areas to ensure their applica-

tions can be realized in the near future [44]:

1. High purity and defect free large scale CNTs must be produced

2. Establishment of useful techniques to quantify the defect structures

Table 1 Single walled and multi walled CNTs properties

Properties Values

Mechanical properties
Young’s modulus of multi walled CNTS [39] �1–1.2 TPa

Young’s modulus of multi walled CNTS [4] �0.45 TPa

Young’s modulus of multi walled CNTS ropes [39] �1 TPa

Tensile strength of single walled CNTs ropes [39] �60 GPa

Tensile strength of single walled CNTs [3] Mean 30 GPa

Tensile strength of multi walled CNTs [4] 3.6 GPa

Thermal properties at room temperature
Thermal conductivity of single walled CNTs [39] 1,750–5,800 W/mK

Thermal conductivity of single walled CNTs [3] 3,000 W/mK

Thermal conductivity of single walled CNTs [36] 200 W/mK

Electrical properties
Typical resistivity of single and multi walled CNTs [39] 10�6 Om
Typical maximum current density of CNTs [39] 107–108 A cm2

Quantized conductance (theoretical and measured) of CNTs [39] 6.5 kO�1 and 12.9 kO�1

Electronic properties
Single walled CNTs band gap [39]

Whose n-m is divisible by 3 [39] 0 eV (metallic)

Whose n-m is non divisible by 3 [39] 0.4–0.7 eV (semiconducting)

Multi walled CNTs [39] �0 eV (non-semiconducting

12 N. Yahya and K. Koziol



3. Development of effective purification techniques

4. Achieving homogeneous CNTs dispersion in polymer composite

Kohler et al. reported on the expected application areas of CNTs [45]. CNTs have

been used as fillers for polymer composite to enhance the electrical, strength,

elasticity, toughness, durability and conductivity of the material [45]. CNTs were

used as microelectrodes in polyvinyldine fluoride (PDVF) composite materials [46].

They can also potentially be used as electromagnetic interference (EMI) shielding

[47, 48], synthetic muscle [49], superconductors [50], supercapacitors [51], hydrogen

storage [52], fuel cell [53], fire retardant [54], field emitter [55, 56] etc.

4.1 Field Emission Devices and Field Effect Transistors

Flat panel displays, nanotube lamps having long lifespan (>8,000 h) [41] emitters

for microscopy [39], and field effect transistor (FET) [57–59] are among the

lucrative applications of CNTs. CNTs surfaces are excellent field emitters due to

(1) long lifetimes, (2) high current densities (3) stable emission [41].

Yu et al. [59] had investigated on field emission of CNTs using hydrogen-ion

implantation on PE-CVD technique (Fig. 10). Vertically aligned CNTs were grown

using this method. The electric-current density intensity was higher due to this

treatment. The turn on-field of CNTs films were decreased due to the H-ion implan-

tation However, the emission site density and the brightness from the H-implanted

CNTs sample exceeded those of the unimplanted CNTs samples. They found that

Fig. 10 SEM micrograph of vertically aligned CNTs grown on silicon (001) substrate with

hydrogen-ion implantation treatment (a) Plan view (b) side view and without hydrogen-ion

implantation (c) Plan view (d) side view (adapted from [59])
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the treatment had resulted in increase of holes that had affectively increase the

electron-emission intensity and the emission-current density of the CNTs.

CNTs as tips have several advantages over tungsten and molybdenum tip arrays

as they can act as cold cathode source, which runs at 300–400�C [39] for micros-

copy tip. CNTs are added to the standard tungsten emitter by carbon glue [39] or

electrophoresis [56]. It should be noted that microscopy demands bright, stable, low

noise electron source with low kinetic energy which would maximize the resolution

as well as the contrast [39]. The use of CNTs can potentially increase the high

brightness and low energy spread requirements for transmission electron micro-

scope (TEM) [39]. CNTs can also be potentially used as the X-Ray source due to

their compact geometry. This allows improved quality images for biological sam-

ples and probably endoscopes for medical exploration [41].

CNTs give the right combinations of properties for field emission devices which

are (1) nanometer size diameter, (2) structural integrity (3) high electrical conduc-

tivity (4) and good chemical stability [60]. It was reported that potential applied

between a nanotube coated surface and an anode will create high electric field due

to the diameter of the tip [60]. Figure 11 shows the CNTs based field emission

display fabricated by Samsung. The electron emission from the CNTs extremely

narrow tips has high density of state leading to much higher resolution. It should be

noted that the major constraint is to have aligned CNTs which is pre-requisite for

consistent and good field emission [61–64].

Sohn and Lee [64] had also reported on fabrication of CNTs as field emitter

arrays (Fig. 12). They fabricated micropatterned vertically aligned CNTs which

was grown on planar silicon surface using CVD, photolithography, pulsed laser

deposition, reactive ion etching and lift off method. The well aligned vertically

CNTs could be used as field emitters for cold cathodes and it was speculated that

this method could revolutionize field-emitting electronic devices. The silicon based

industry will come to its technology limit. CNT has been considered as one of the

major constituent in the future microelectronic industry [59]. CNTs based elec-

tronic can show quantum effects at low temperature. Recently, CNT based FET

which are generally p-type [58, 59] is expected to come in a diverse way. The

common SWNT field effect transistors (Fig. 12) fabricated to date has Schottky

barrier at the nanotube metal junction. The CNT is said to be OPEN Quantum Dot

(QD) when an unpaired electron occupies the CNT state. The CNT connects the

source (S) and drain (D) electrodes (Fig. 13) [57]. It was reported that electron

transport is only feasible when Fermi energy, EF is in resonance with the CNT

levels, otherwise the current is blocked [59].

4.2 Catalyst Support

Ammonia production is capital-intensive industry as it requires high temperature

(400–500�C) and also high pressure (150–300 bar) for its daily operations. Para-

meters such as catalysts and their support are important aspect which will determine
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the yield of the ammonia. Serp et al. reported potassium promoted ruthenium

catalyst supported on MWNTs for ammonia production which was found to be

much more active than their counterparts, deposited on graphite [65]. This is

attributed to the much higher surface area of the nanotubes which enable better

dispersion of the metallic catalyst. It was also reported that the electronic properties

of the CNTs could enhance the electron transfer from potassium to ruthenium

thereby increasing the ammonia yield [65]. Chen et al. reported alkali-promoted

ruthenium, supported on MWNT for the production of ammonia [66]. They found

that the MWNTs support comparing to other carbon-based support were able to

produce much higher ammonia yield at atmospheric pressure.

Yahya et al. had designed and developed a microreactor for ammonia synthesis

[67]. Iron particles were used as the catalyst for the ammonia production. They

reported utilization of MWNTs as support for the ammonia synthesis in electro-

magnetic field in room temperature and ambient condition (Fig. 14). More work is

Fig. 11 A prototype 4.5_field emission display fabricated by Samsung using CNTs) (Adapted

from [60])
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currently being carried out which includes dispersion of iron nanoparticles on the

MWNTs. Research activity focusing on development of Fischer–Tropsch cataly-

sis is expanding and now covering support materials. Gusci et al. [68] investigated

CO hydrogenation over Fe or Co catalysts supported on MWNTs (Simple impreg-

nation method was studied and denoted as “I” was characterized using TEM

for the morphology and Temperature Program Reduction (TPR) for the reduction

process. They found the “I”-Fe supported on MWNTs gives highest higher

catalytic activity and higher selectivity toward C2–C4 and C5+ fractions as com-

pared to the “I”-Co [68].

Fig. 12 SEM micrograph of vertically aligned CNTs arrays grown on planar silicon surface

(a) regular arrays of trunches 10 mm deep with CNTs (b) side view (c) top view (adapted from [64])

Fig. 13 Schematic diagram of single nanotube channel field effect transistor (NTFET) with CNTs

conducting channels between (S) and drains (D) (adapted from [57])
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Pt/MWNTs catalyst is to exhibit catalytic activity for methanol oxidation. Wang

et al. [69] had developed a novel chemical method base d on ultrasonic assisted

polyol synthesis to disperse Pt nanoparticles on MWNTs (Fig. 15). It should be

noted that despite the nanoparticles dimension of the Pt, agglomeration was rare.

The ultrasonic technique had effectively dispersed the Pt nanoparticles uniformly

on the MWNTs.

4.3 Sensors

Chemical gas sensors usually utilize electrical or optical response by adsorption of

gas molecules on an active surface layer [69]. ZnO, TiO2 and SnO2 metal oxide gas

Fig. 14 (a) Helmholtz and microreactor connected (b) Helmholtz coil and microreactor with

power supply (adapted from [67])

Fig. 15 TEM images of Pt/ CNT composites: (a) Low magnification (b) High magnification

(adapted from [69])
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sensors are active layers where gas adsorption would lead to large electrical change

[70]. Kim reported CNT array as electron emitters for the purpose of detecting inert

gas sensor. The CNT array was prepared using thermal CVD technique. Electron is

emitted from the tips of the vertically align CNTs array under high applied voltage.

They are then accelerated towards the anode by the electric field and collide with

the inert gas, in this experiment, Argon, which led to anodization of the gas. The

I–V characteristics depend on the amount of electron and positive ions generated

through the collision as well as the drift velocity of the electrons. Performance of

the CNT‘ array as electron emitters for gas sensor applications were conducted and

reported [70].

CNT Film Cathode (CNTFC) with different structures was studied [71] by using

discharge I–V characteristics. Five types of gas, namely air, C2H2, Ar, H2 and N2

was used in a mixing system in a controlled flux to obtain the correct concentration

of the gasses. The CNTs were grown using CVD technique and was grown on a

silicone substrate. The CNTFC was found to be a good chemical sensor. It should

also be noted that CNTs have been studied for other types of sensors, namely, EM

sensors, capacitive sensors [57] and biological sensors [72] due to their remarkable

properties. It should be recalled that MWNTs has good conducting properties. This

in hand favor interface enzymatic hydrolysis reactions. Cai and Ju had developed a

convenient and sensitive three electrode system as a portable sensor for fast

determination of carbaryl pesticide [73]. In addition, CNTs were chosen due to its

biocompatibility and lack of toxicity.

4.4 Dye Sensitized Solar Cells (DCS)

Solar technologies can be characterized into active solar or passive solar depending

on the way they capture, distribute or convert sunlight into the other forms of

energy, particularly electric energy. Solar technology has been dominated by solid-

state devices usually made of silicon or germanium. To date, Dye Sensitized Solar

Cell (DSC) is one of the solar families which have recently emerged as a promising

approach to efficient energy conversion yet with low production cost. DSC also has

major advantage over other solar cells because it can work when small amount of

light falls on the cells. The light absorption by dye monolayer in DSC is low which

limits the photocurrent efficiency with respect to incident light below 1% [74]. In

DSC, the dye absorbs incident photons and uses this energy to make electrochemi-

cal charge carriers (e.g. electrons and holes) and this has resulted efficiencies up to

11% [75].

In DSC light is absorbed by a sensitizer which resides on the surface of a

semiconductor (namely, TiO2 or ZnO) that has large band gap. The semiconduc-

tor is used for charge separation. However, the charge separation is not provided

by the semiconductor, but works in concert with a third element of the cell, an

electrolyte which is in contact with both the semiconductor and the dye (Fig. 16).

Recently, multiwalled CNTs nanocomposite were incorporated onto the TiO2
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based electrode to improve the roughness factor [75] and the recombination

factor [77].

CNTs were also used as the counter electrode for DSC [77] for higher efficiency

and better stability. The CNTs was added to the electrolyte and the counter

electrode to increase the energy conversion efficiency of DCS [78]. CNTs which

have high surface area and high electron conductivity were able to increase the

efficiency up to 10% [77].

Single Walled Carbon Nanotube is speculated to be having suitable properties to

increase the efficiency of DSC which is as per stated below [78]:

1. CNT is able to improve stability

2. CNT provides large surface area hence provide exciton diffusion length

3. CNT has suitable exciton binging energy

4. CNT has low energy gaps

4.4.1 Light Scattering Phenomena Effect

In DSC the dynamic competition between the generation and recombination of the

photo-excited carriers is the major drawback that restricts the development of

higher efficiencies. The thickness of the films has to be larger than the light

absorption length to capture more photons. However, the thickness is constrained

to be smaller than the electron-diffusion length. This is to avoid the recombination.

A series of approaches was done to address the generation of photo-excited carriers

by combining nanostructured films with optical effects. By adding a range of

particle sizes of the sensitizer the overall energy conversion can be improved

[76]. Hence CNTs can act as the light scattering element for light to electrical

energy conversion scheme.

Fig. 16 Schematic diagram of dye sensitized solar cells (DSC) (adapted from [76])
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5 Conclusion

The versatility of CNT and their excellent properties had received exceptional

attention by the scientific community. This makes them having extremely high

commercial expectations and vast business opportunities.
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Synthesis of Carbon Nanostructures by CVD

Method

Krzysztof Koziol, Bojan Obrad Boskovic, and Noorhana Yahya

Abstract The field of nanotechnology continues to develop. Carbon based materi-

als with different structure and dimensions become increasingly important in the

field. Carbon nanotubes (CNTs) are particularly promising due to their anisotropic

extraordinary electrical, thermal and mechanical properties that have captured the

imagination of researchers worldwide. However, the complexity involved in

synthesis of nanotubes in a predictable manner has held back the development of

real-world carbon nanotube based applications. In this chapter the structure and

synthesis methods will be discussed of CNTs and other forms of nanostructures of

carbons. Furthermore, their structuring into macroscopic assemblies, like mats and

fibres will be presented as it has important role in future industrial applications of

these materials.

1 Introduction to Carbon Nanomaterials

In 1985 chemists created a new allotrope of carbon [1] by heating graphite to very

high temperatures. They named the allotrope buckminsterfullerene, after American

architect Richard Buckminster Fuller. The buckminsterfullerene is a molecule
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consisting of 60 carbon atoms only (with a molecular formula of C60). The

molecules are shaped like tiny soccer balls (therefore sometimes referred to as

buckyballs), with an atom at each point where the lines on a soccer ball would

normally meet. The 60 carbon atoms bond in 20 six-membered rings and 12 five-

membered rings. The discovery revolutionised the carbon field as researchers

became interested in this new allotropic form of carbon. The carbon field expanded

again in 1991 with Iijima’s report on the observation of carbon nanotubes [2], an

elongated version of buckminsterfullerenes. Carbon nanotubes, in particular, attract

attention of hundreds of research groups around the world (Fig. 1) and their

research still continues to grow.

The history of carbon nanotubes is much longer than 2 decades. In the 1950s and

1970s at least two groups synthesised and characterised carbon based nanotubes,

but their discoveries went largely unnoticed [3, 4]. The field of carbon nanotubes

has grown considerably with new, controllable production routes being developed,

unusual properties predicted and measured, and many intriguing applications sug-

gested.

The basic structure of a carbon nanotube is a hollow cylindrical tube of graphitic

carbon capped by fullerene hemispheres with nanometer size diameters and mac-

roscopic size lengths. The nanotubes may consist of one to hundreds of concentric

graphitic shells of carbons. According to Saito et al. [5] the inter-sheet distance in

multi-sheet nanotube is 0.344 nm. It is close to the distance between two layers in

graphite, which equals to 0.335 nm [6]. The carbon network of each shell can be

directly related to the hexagonal lattice of an individual layer of graphite. Nano-

tubes made of one hollow graphitic shell are called single wall nanotubes (SWNTs)

and have diameters typically 0.6–3 nm. Nanotubes made of two or more concentric

shells are called multi-walled nanotubes (MWNTs) [7] (shown in Fig. 2). In reality

Fig. 1 Number of papers and proceedings on nanotubes per year.

Source: ISI (Institute for Scientific Information) Web of Knowledge. In the search window a term

of “nanotub*” was used
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multi-walled nanotubes have different lattice orientations (described with chiral

vectors and angles) and defect concentration.

2 Structure of Carbon

There are several allotropes of carbon known in nature. The allotropes of carbon

differ in the way the atoms bond with each other and arrange themselves into a

structure (as shown in Fig. 3). As the structures of allotropes vary, they also have

different physical and chemical properties [8].

In the most commonly used form, graphite, atoms of carbon form planar layers

(graphene layers). Each layer is made up of rings containing six carbon atoms. The

GRAPHITE

DIAMOND

CARBON NANOTUBE

C60

Fig. 3 Three main naturally occurring allotropes of carbon: graphite, diamond and fullerene

a

n
m~

~

b

Fig. 2 Examples of ideal, defect-free nanotube structures: (a) side view & end on view of a single

wall carbon nanotube, (b) end on view of a multi-walled carbon nanotube
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rings are linked to each other in a hexagonal structure. Each atom has three sigma

bonds (with an angle of 120� between any two of the bonds) and belongs to three

neighbouring rings. The fourth electron of each atom becomes part of an extensive

p bond structure. Graphite conducts electricity due to the electrons in the p bond

structure, which can move around throughout the graphite. Bonds between atoms

within a graphene layer are strong, but the forces between the layers are weak, van

der Waals forces [9]. The graphene layers can slip past each other, a property of

graphite used in lubrication. Although graphite occur naturally, most commercial

graphite is produced by treating petroleum coke, a black tar residue remaining after

the refinement of crude oil, in an oxygen-free oven. Naturally existing graphite

occurs in two forms, alpha (hexagonal) and beta (rhombohedral). These two forms

have identical physical properties but different crystal structures. The alpha form

can be converted to the beta by mechanical treatment, and the beta form reverts to

the alpha on heating it above 1,000�C. All artificially produced graphite is of the

alpha type.

Diamond, is one of the hardest substances known and naturally occurring form

of carbon. In diamond structure, each carbon atom bonds tetrahedrally to four other

carbon atoms to form a three-dimensional lattice. The shared electron pairs are held

tightly in sigma bonds between adjacent atoms. Pure diamond is an electrical

insulator. Due to its hardness, it is used in industrial cutting tools. The naturally

occurring diamond is typically used for jewellery. However most commercial

quality diamonds are artificially produced from graphite by applying extremely

high pressure (more than 100,000 times the atmospheric pressure) and temperature

(about 3,000�C). High temperatures break the strong bonds in graphite so that the

atoms can rearrange themselves into a diamond lattice [10].

There are also amorphous forms of carbon containing varying proportions of sp2

and sp3 bonded carbon atoms. Amorphous carbon is formed when a material

containing carbon is burned without enough oxygen for it to burn completely.

This black soot is known as lampblack, gas black or channel black [10] and may,

in fact, contain other elemental impurities. Amorphous carbon is not generally

considered a third allotrope because its structure is poorly defined.

Fullerenes (buckyballs and carbon nanotubes) can be considered as a closed,

zero and one dimensional carbon structure. They are the only allotrope of carbon

existing in the pure form (without hydrogen terminations). Treated with hydrostatic

pressure (at a level of 25 GPa) they can be converted into a hard and transparent

form of amorphous carbon [11]. In comparison to atomistic crystals of graphite or

diamond, fullerenes form molecular crystals. Due to the high aspect ratio of carbon

nanotubes, the quasi-one-dimensional structure, and the graphite-like arrangement

of the carbon atoms in the shells, nanotubes exhibit very broad range of unique

properties. The properties of nanotubes can change depending on the different kinds

of nanotube (defined by the diameter, length, and chiral angle) and quality (defined

by defect concentration). Large increases in strength, toughness, superior electrical/

thermal properties and their combination, are potential benefits of using nanotubes

as the filler material in polymer-based composites as compared to traditional

carbon, glass or metal fibres.
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3 Synthesis Methods of Carbon Nanotubes

There is a huge demand for quality nanotubes both as research materials and for

large scale industrial applications. The main problem with the currently available

nanotubes is the heterogeneity of the sample, in terms of dimensions, chiral angles

and purity. The nanotubes examined by Iijima in 1991 were synthesized by arc-

discharge method [2], but since then several other production methods have been

developed. A group led by Smalley [12] has used oven laser evaporation to

produce carbon vapour, with nanotubes again observed in the condensed soot.

Both arc-discharge and laser ablation techniques have the advantage of producing

high quality nanotubes but at the same time relatively high amount of impurities

(around 30%). Unfortunately, evaporation of carbon atoms from solid targets at

temperatures above 3,000�C is neither economical and nor convenient. Synthe-

sised CNTs may also be entangled, hindering purification steps and further

application of the samples. Baker and co-workers [13, 14] demonstrated in early

seventies growth of nanotubes, described at that time as carbonaceous deposits,

from decomposition of acetylene. In 1976 Endo and co-workers [15–18] have also

shown that CNTs can be synthesised by pyrolysis of benzene, followed by

subsequent heat treatment.

Currently, the common method widely accepted in the synthesis of nanotubes,

due to its simplicity and low cost, is the chemical vapour deposition (CVD) method.

This method was originally developed in the 1960s and 1970s and has been

successfully used in the production of carbon fibres and carbon nanofibres for

more than 20 years [19–25]. Using this method, CNTs are produced from the

carbon containing source (usually gaseous form) as it decomposes at elevated

temperature and passes over a transition metal catalyst (typically Fe, Co or Ni)

[26, 27]. A high yield of nanotubes can be achieved by this method, but the

nanotubes are more structurally defective than those produced by arc or laser

evaporation methods. There are several advantages of the CVD method, which

make it preferred to other available synthesis methods. Firstly, the product tends to

be purer (far fewer impurities in the form of nanoparticles of graphite or metal).

Secondly, the growth occurs at a lower temperature (550–1,000�C) [26, 27],

making the process both cheaper and more accessible for lab applications. Finally,

the metal catalyst can be held on a substrate, which can lead to the growth of aligned

nanotubes in a desired direction with respect to the substrate.

There are two basic mechanisms proposed for the growth of nanotubes by CVD

method related to substrate bound catalyst (shown in Fig. 4), which are now widely

recognised [9, 13, 14].

Top carbon diffusion through catalytic particle (tip growth model).

The decomposition of the carbon source on the exposed surface of the metal

catalyst results in the formation of hydrogen and carbon species. The carbon

dissolves in the particle and diffuses through it until it precipitates at the end in

the form of graphene filaments. The catalytic particle sits always on the top of the

growing nanotube.
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Bottom carbon diffusion through catalytic particle (base growth model).

In this model, the catalytic particle stays on the growth substrate. The carbon

species dissolve in the particle and diffuses through it until they precipitate on

top of the metal particle in the form of graphene filaments. The carbon diffusion

parameter depends on the dimensions of the particles, the characteristics of the

metal used as a catalyst, the temperature and the hydrocarbons and gases involved

in the process.

When the substrate-catalyst interaction is strong, a CNT grows up with the

catalyst particle rooted at its base (base growth model). When the substrate-catalyst

interaction is weak, the catalyst particle is lifted up by the growing nanotube and

continues to promote CNT growth at its tip (tip growth model) [23]. Formation of

SWNTs or MWNTs is governed by the size of the catalyst particle. If the particle

size is a few nanometers, SWNTs form, whereas particles a few tens of nanometers

wide favour MWNTs formation.

The growth mechanism suggested above is quite similar to the one proposed

for the vapour grown carbon fibres (VGCF), again dating 20 years back (shown

in Fig. 4). Growth of these fibres occurs by a dehydrogenation reaction of a

hydrocarbon gas in several steps. In this mechanism, pyrolysis of the hydrocar-

bon gas occurs on the surface of the catalyst particle, releasing hydrogen gas

and carbon, the later dissolving into the catalyst. The dissolved carbon then

diffuses through the catalyst particle and is precipitated at the trailing edge of

the particle. This step possibly relies on the presence of a temperature gradient

across the particle, which is often created by the exothermic nature of the

hydrocarbon decomposition. This gradient causes carbon to be precipitated at

the cooler trailing edge of the catalyst particle, and therefore causing the elonga-

tion of the fibre. Below is a brief summary of three main methods, by which

nanotubes are produced: arc-discharge, laser ablation and chemical vapour depo-

sition (CVD).

Fig. 4 Schematic diagram

representing top carbon

diffusion (upper row) and
bottom carbon diffusion

(lower row) growth
mechanisms. (a) Pyrolysis of

the hydrocarbon gas into

carbon species which then

dissolve in the catalyst metal

particle, (b) precipitation of

carbon in form of carbon

filament
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3.1 Arc-Discharge

The arc-discharge method is the one by which CNTs were produced by Iijima [2].

CNTs can be synthesized in the arc-discharge AC/DC system (Fig. 5). DC provides

higher yields of CNTs, which are deposited on the cathode. One important condi-

tion of stabilization of arc-discharge is maintaining a constant distance between the

graphite electrodes, of around 1 mm [28]. Grams scale synthesis of MWNTs by arc

discharge has been achieved in He gas [29, 30]. When a graphite rod containing a

metal catalyst (Fe, Co, etc.) is used as the anode with a pure graphite cathode,

single-walled carbon nanotubes (SWNTs) are generated in the form of soot

[31, 32].

It was found that presence of hydrogen gas in the growth region gives the

optimum synthesis of MWNTs with high crystallinity (having regular graphene

sheets at an interlayer spacing of 0.34 nm) and few coexisting carbon nanoparticles

[2, 33–39]. In contrast, fullerenes could not be produced in gas atmosphere which

included hydrogen atoms, essential difference between CNT and fullerene produc-

tion [40].

3.2 Laser Ablation

The laser vaporization method was developed for fullerene and CNT production by

Smalley’s group [41]. First used for fullerene synthesis [1] and further applied to

produce CNTs [42] in 1996, especially SWNTs. The synthesis system consists of a

furnace, quartz reactor tube and laser beam source (Fig. 6). It can also consist of a

reactor chamber and a laser source. A laser beam (typically a YAG or CO2 laser) is

focused onto the graphite rod target located inside the reactor tube. The target is

vaporized in high-temperature argon buffer gas and carried to the copper collector

cooled down with coater. The deposit is rich in SWNTs and MWNTs (Fig. 7a, b).

The method has several advantages, such as high-quality SWNT production,

nanotube
deposition

anode –

Inert
atmosphere

cathode
+

Fig. 5 Schematic diagram of

the arc discharge apparatus
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diameter control, investigation of growth dynamics, and the production of new

materials. High-quality SWNTs with minimal defects and contaminants, such as

amorphous carbon and catalytic metals, can be synthesized using the laser-furnace

method followed by suitable purification processes [43–45].

The laser has sufficiently high energy to vaporise the graphite target at

the atomic level, which is then used as the material for synthesis of SWNTs

[46–48]. SWNT diameter can be controlled by changing the furnace temperature,

catalytic metals, and flow rate [47, 49, 50]. Raising the furnace temperature

results in SWNTs with larger diameters [49]. Depending on the choice of the

catalytic metals, the diameter of the SWNTs can either be increased or reduced

[50, 51].

laser
beam

furnace

furnace

graphite target

carbon
nabotubes

Fig. 6 Schematic diagram of

the laser ablation method

a

b

200 nm

5 µm 

Fig. 7 (a) Transmission

electron microscopy (TEM)

image of CNTs (b) Scanning

electron microscopy (SEM)

image of carbon nanotube

web structures. Both images

show CNTs produced by

pulsed laser ablation method

(Nd:YAG laser with 532 nm

wavelength was employed in

this work)
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3.3 Thermal Catalytic Chemical Vapour Deposition

This method involves pyrolysis of hydrocarbons (acetylene, ethylene, propylene,

methane, benzene, toluene etc.) or other carbon feedstock (polymers, carbon

monoxide) diluted in the stream of inert gas in the furnace system over the surface

of metal catalysts [15, 52–55]. The evaporation of a solid hydrocarbon can be

conveniently achieved in another furnace at low temperature before the main, high-

temperature reaction furnace [56–61]. The catalyst material may be solid, liquid, or

gas and can be placed inside the furnace or fed in continuously from outside.

Decomposed carbon species dissolve in the metal nanoparticles but, due to a finite

solubility of carbon in the metallic particles, supersaturation will be reached

followed by carbon precipitation out in the form of a fullerene dome extending

into a carbon cylinder [19, 62]. Typical temperature range for the synthesis is 500–

1,200�C at atmospheric pressure [6, 52].

Typical system used in the thermal CVD method of making carbon nanotubes,

with horizontally positioned reaction tube is shown in Fig. 8.

The CVD method allows CNT growth in a variety of forms, such as powder, thin

or thick films, aligned or entangled, straight or coiled, or even a desired architecture

of nanotubes at predefined sites on a patterned substrate. It also offers better control

over growth parameters in comparison to other synthesis methods. The three main

parameters for CNT growth in CVD are the atmosphere, carbon source, catalyst,

and growth temperature. Low-temperature (600–900�C) yields MWNTs, whereas a

higher temperature (900–1,200�C) reaction favours SWNTs growth [63–68].

The most commonly used catalysts for CNT growth are the transition metals (Fe,

Co, Ni) from sources like organometallocenes (ferrocene, cobaltocene, nickelo-

cene), nitrates and others [69, 70]. A correlation was found between the size of

catalyst particles and the nanotube diameter. Hence, metal nanoparticles of con-

trolled size can be used to grow CNTs of controlled diameter [71].

The CVD process has been scaled up onto a large scale commercially, especially

for MWNTs [72–74]. Smalley’s lab developed a mass production of SWNTs by the

so-called high pressure carbon monoxide (HiPco) technique [75]. Currently also

carrier/carbon source furnace with reaction tube

exhaust

catalyst as powder
or thin film

injection of catalyst
as aerosol

Fig. 8 Schematic design of a thermal CVD system with a tube furnace
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kilograms scale of MWNTs per hour can be produced [76, 77] even with the control

over the diameter of nanotubes.

3.3.1 Synthesis of Aligned Carbon Nanotubes

Generally, it is hard to grow aligned CNTs (SWNTs or MWNTs) by arc discharge,

although partial alignment of the nanotubes can be achieved by convection [78] or

directed arc plasma [79]. The CVD method is ideally suited to grow aligned CNTs

on desired substrates for specific applications. Li et al. [80] have grown dense

MWNTs arrays on iron-impregnated mesoporous silica prepared by a sol-gel

process, Terrones et al. [81] have produced CNTs on Co-coated quartz substrates,

while Pan et al. [82] have reported the growth of aligned CNTs of more than 2 mm

in length over mesoporous substrates from acetylene. Depending on the preferred

application highly aligned nanotubes were synthesised with different catalysts [83]

or on different substrates [73, 84–86]. Using the CVD method it is also possible to

grow aligned nanotubes in a desired direction with respect to the growth substrate.

It was also found that not all materials can be active in the growth of aligned

nanotubes. Metal, graphite or silicon used in the process would not yield any

nanotubes. Substrates made of silica or alumina would generate nanotubes. Addi-

tionally it has been demonstrated that the growth of CNTs depends on the thickness

of the oxide layer on silicon wafer surface [84]. Below 6 nm no detectable growth of

the nanotubes was observed. Above 50 nm thick oxide layer gives saturation and

growth dependence only on CVD time. However between 6 and 50 nm the growth

of aligned nanotubes seems to be depended on both CVD time and SiO2 layer

thickness.

It has been shown that full control over the length of CNTs could be achieved

and aligned, densely pack nanotubes produced (as in Fig. 9). The inhibition of

CNTs growth at low SiO2 thickness is explained by partial deactivation of catalyst

Fig. 9 Electron microscope

images of highly aligned

carbon nanotube car pets, at

low and high magnifications
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particles due to their reaction with the silicon substrate. Iron from ferrocene (source

of metal) diffuses through SiO2 layers thinner than �5 nm and reacts with the

silicon substrate, leading to formation of FeSi2 and FeSiO4, neither of which

catalyses CNTs growth. The layer of SiO2 with thickness above 5 nm is sufficient

enough to keep the active metal particle and promote the suitable metal structure

conducive to CNTs growth.

3.3.2 Synthesis of Nitrogen Doped Nanotubes

Shortly after the synthesis of carbon nanotubes, a quest of substitution of carbon

atoms in the graphene network with heteroatoms such as boron, nitrogen, sulphur,

phosphor and silicon begun. The intensive work on heteroatomic doping was

aiming to alter some of the important properties of nanotubes, including electrical

(electron density and semiconducting character), mechanical (improvement of

Young’s modulus), and chemical (change of reactivity, creation of catalytically

active centres etc.) [87].

There are three basic ways that nitrogen can be incorporated into the graphene

CNTs structure. (1) Substitution, where N is coordinated to three C atoms in sp2 like

fashion, which induces sharp localized states above the Fermi level associated with

the injection of additional electrons into the structure. (2) Pyridine-like substitution,

where N is arranged around a vacancy, since the valency of the nitrogen can be

satisfied by two sp2 bonds, a delocalised p-orbital, and a lone pair in the remaining

sp2 orbital, pointing at the vacancy. (3) Chemical adsorption of N2 molecules.

Nitrogen contains one electron more than carbon; therefore, substitutional

doping of nitrogen within graphene will n-dope the structure, enhancing the number

of electronic states at the Fermi level depending on the location and concentration

of dopant. Hernandez et al. calculated the mechanical properties of nitrogen and

boron doped nanotubes [88, 89], demonstrating that high concentrations of N within

SWNTs lower the Young’s modulus. Nevertheless, the Young’s modulus values

still remain on the order of 0.5–0.8 TPa. This behaviour has been experimentally

confirmed in pristine and N-doped MWNTs [90]. Unfortunately, the Young’s

modulus for pristine and N-doped MWNTs were 0.8–1 TPa and �30 GPa, respec-

tively. The decrease in mechanical strength of N-doped nanotubes could be

explained by the nitrogen induced defects due to the relatively high N concentration

(2–5%) within the tubes. If the N concentration is below 0.5%, it is expected that the

mechanical properties will not be substantially altered [91].

Results from other theoretical studies demonstrated that relative position of

nitrogen and carbon affects not only electronic properties but also their thermody-

namic stability [92].

Studies using ab initio density functional theory have shown that the nitrogen

substitution into zigzag and armchair SWNTs can cause a junction of separate tubes

by the formation of covalent bonds [93]. If two neighbouring tubes have their

nitrogen impurities facing one another, inter-tube covalent bonds could potentially

be formed. If the density of inter-tube bond is high enough, a highly packed bundle
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of interlinked single-walled nanotubes can form, substantially enhancing the

mechanical properties.

There are two main routes used to synthesis the N-CNTs: (1) direct delivery of

heteroatoms with the carbon source stream, during the growth of the nanotubes (2)

substitution of carbon atoms by heating the nitrogen containing compound with

CNTs. The most common is the first route.

Similar methods as in the case of pure carbon nanotubes are used in the synthesis

of nitrogen-doped nanotubes. In the arc-discharge method the atmosphere sur-

rounding electrodes must contain nitrogen. Depending on the percentage of nitro-

gen in the growth atmosphere, different nitrogen doping levels have been recorded

[94]. The doping level was up to 14 %wt (as determined by XPS) when 50 %vol of

atmosphere was substituted by nitrogen. The resulting N-CNTs had diameters of

about 20 nm and were coated with a thick layer of amorphous carbon. Computa-

tional calculations showed that incorporation of nitrogen atoms lead to distortion in

graphite plane [94].

Arc experiments using pure graphite electrodes in an NH3 atmosphere indicated

that it was difficult to produce N-doped SWNTs and MWNTs, possibly because N2

molecules are easily created and do not react with carbon [91]. N-doped SWNTs

could be produced by arcing composite anodes containing graphite, melamine, Ni,

and Y [95].

The laser ablation method was not fully explored in the synthesis of doped

nanotubes. In 1997, Zhang et al. [96] reported that sandwich-like C-B-N nanotubes

could be produced by laser vaporisation of graphite-BN targets. However it is likely

that a large N content will result in the inhibition of SWNT growth. More energetic

lasers were proposed in order to generate N- or B-doped SWNTs.

In the CVD method the usual approach relied on the pyrolysis of hydrocarbons

or other carbon feedstock with the addition of a nitrogen source (e.g. nitrogen,

ammonia, amines, nitriles) diluted in the stream of the inert gas in the furnace

system over the surface of metallic catalyst particles (such as Fe, Co or Ni). The

catalyst can be provided with the stream of starting materials or deposited

directly onto the growth substrates. The differences between the reported pro-

cesses arise from the application of different nitrogen sources, catalysts and

pressures. Depending on the conditions and parameters of the synthesis, differ-

ent quality of growth products was reported. It has been suggested that only

small concentrations of nitrogen (below 15%) can be introduced into MWNTs

[97]. The results demonstrated that it is extremely difficult to generate crystalline

and highly ordered structures containing large concentrations of N within the

hexagonal carbon network. The doped nanotubes with low N concentrations have

been subsequently generated via pyrolysis of pyridine and methylpyrimidine

[98]. Unfortunately, these nanotubes are easily oxidized in air. The degree of

perfection within graphene sheets changes rapidly with different N concentration

used. Keskar et al. prepared isolated N-doped SWNTs from thermal decomposi-

tion of a xylene-acetonitrile mixture over nanosized iron catalyst particles. The

N dopant concentration was controlled by the amount of acetonitrile in the

mixture [99].
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Liang et al. reported that using ferrocene and ethylenediamine as a source of

catalyst and nitrogen resulted in increased of the diameter of nanotubes with

increasing growth temperature. The majority of the material containing nitrogen

was formed as MWNTs in the bamboo-like structure. The N-doping level also was

dependent on growth temperature. With increasing temperature from 780 to

1,080�C the amount of nitrogen decreased from 24 to 18 %wt. N-doped CNTs

grown at lower temperatures have shown much higher degree of disorder and

higher N-incorporation [100].Wang et al. shown that the longer the time of synthe-

sis, the higher the length and diameter of nanotubes produced, which was suggested

to correlate with the grain size of catalyst particles (the longer the growth time, the

larger the iron catalyst particles). The bamboo-like morphology of nanotubes was

again observed. The doping levels of nitrogen were estimated by EELS at 9% [101].

Lee et al. used acetylene and ammonia in argon and varied the growth temperature

from 750 to 950�C. When increasing the amount of nitrogen source an increase in

doping level from 2.8 to 6.6 %wt was observed by elemental analysis [102]. Again

bamboo-shaped morphology of nanotubes was present. Additionally using ammo-

nia as a source of nitrogen caused decrease in the growth rate of N-CNTs.

Two different bamboo-type morphologies of nanotubes were reported by Glerup

et al. One type with a very frequent, regular compartments and another with

irregular structure with fewer, longer and uneven compartments. Chemical analysis

showed presence of molecular nitrogen trapped inside the nanotubes. It is not clear

if the nitrogen is homogeneously distributed along the length of the nanotube or

whether it is segregated into regions with higher and lower concentrations [103].

Jang et al. demonstrated that an increase in the flow rate of nitrogen yielded in more

defective graphene sheets and higher doping levels [104]. Lee et al. used acetylene

and ammonia as a source for synthesis and presented microscopy and spectroscopy

evidence revealing consistently that as the nitrogen source increases the degree of

crystallinity (nanotube structure perfection) decreases. Again the N-content varied

in the range 2–6 %wt depending on the ammonia flow rate. It was found that the

higher the nitrogen incorporation the more curved and thicker bamboo-like com-

partments appear [105].

In 2005, Koziol et al. demonstrated completely different outcome, to what was

already reported, by using specific nitrogen precursors in CVD synthesis of nano-

tubes. In this case hydrocarbon feedstock containing diazine, aromatic compound

with nitrogen, at a critical level, was injected to the reactor at 760�C. The nanotubes,
which they synthesised, were multiwalled but found to be extremely straight and had

unprecedented degrees of internal order [106]. Furthermore, electron diffraction

patterns from individual nanotubes, revealed that all of the walls had the same chiral

angle, which is not possible in concentric cylindrical nanotubes, due to a geometric

constrains but possible in conical nanotubes (Fig. 10). The adjacent nanotube walls in

these nanotubes were in crystallographic register with one another, with ABAB

stacking sequences of layers [106]. Finally, and most importantly, the chiral angles

seen in electron diffraction patterns were of the simple achiral forms and nanotubes

were consistently either armchair or zigzag, as seen in Fig. 10 (middle and left) [106].

Very low conical angle was measured in these nanotubes, between 0.5� and 5� and
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nitrogen was detected in two forms, as substitution in the lattice and as N2 gas in the

core of every tube [107–109]. Higher diazine concentrations in the feedstock seemed

to allow the formation of shallower cones [108].

3.4 Plasma Enhanced Chemical Vapour Deposition

Carbon nanotubes and nanofibres can be synthesised using plasma enhanced CVD

(PECVD) where the hydrocarbon gas is in an ionised state over the transition metal

catalyst (nickel, iron, cobalt, etc.). The carbon nanotube and nanofibre aligned

growth perpendicular to the substrate can be achieved using the electrical self-

bias field from plasma (Fig. 11). PECVD systems are characterised primarily by the

plasma energy sources used, and the most commonly used include: hot filament

PECVD, direct current PECVD, radio-frequency PECVD, microwave PECVD.

Hot filament PECVD uses thermal energy for plasma creation and has been

used successfully for carbon nanotube production by Ren and co-workers [110].

Microwave PECVD, widely used for the preparation of diamond films, has also

been successfully used in the production of carbon nanotubes and nanofibres

[111–115]. Synthesis of vertically aligned CNTs and CNFs requires electric

field normal to the substrate, and dc PECVD is the most suitable method to

achieve this [116, 117]. Inductively coupled plasma PECVD [118, 119] and

radio frequency PECVD [120, 121] methods have also been used successfully

for carbon nanotubes and nanofibres synthesis. Ren et al. in 1998 [110] reported

first successful growth of large-scale well-aligned carbon nanofibres on nickel

foils and nickel-coated glass at temperatures below 666�C. Bower et al. [114]
have grown well-aligned carbon nanotubes using microwave PECVD with addi-

tional radio frequency graphite heater. They found that switching the plasma

source off effectively turns the alignment mechanism off leading to the thermal

growth of curly nanotubes. Merkulov et al. [116] reported synthesis of vertically

aligned CNFs on patterned catalyst using dc PECVD. The catalyst patterns were

fabricated using conventional electron beam lithography. The shape of CNFs

depends on how much growth occurs at the tip by catalysis and now much by

Fig. 10 Electron diffraction patterns from individual multiwalled nanotubes. Standard mix chiral-

ity (left), armchair (middle), zigzag (right) [106]
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deposition of a-C from the plasma along the sidewalls [122]. This ratio is

controlled by the catalyst activity and by the balance of deposition and etching

of a-C. The balance between deposition and etching depends on the plasma and

the etchant (NH3) and hydrocarbon gas (C2H2). This balance has been studied by

Merkulov et al. [116] and Teo et al. [123].

In plasma enhanced CVD systems, plasma energy sources substitute for the

thermal energy in a furnace, and provide the energy required for decomposition of

hydrocarbon feedstock and allow growth of carbon nanostructures at much lower

temperatures.

The PECVD method allows growth of carbon nanotubes and nanofibres at low

temperatures suitable for use of temperature sensitive substrates. A radio frequency

PECVD carbon nanofibres synthesis at room temperature has been reported by

Boskovic et al. [121]. A room temperature growth of carbon nanofibers using

PECVD was subsequently demonstrated by Minea et al. [124]. Using dc PECVD

Hofmann et al. [125] demonstrated synthesis of aligned carbon nanofibres at

temperatures as low as 120 �C and on plastic substrates [126].

Although MWCNT and nanofibers synthesis have been achieved through

PECVD at low temperature [121], SWCNT synthesis still remains largely a high

temperature process (800–1,200�C) produced in arc-discharge, laser ablation, or

tube furnace. Cantoro et al. [127] recently reported thermal CVD synthesis of

SWCNT at temperature as low as 350�C in very low pressure (10�3–10�2 mbar)

of pure acetylene in a cold-walled system.

4 Other Forms of Carbon Nanostructures

Besides the carbon nanotubes, other interesting carbon nanostructures have been

sythesised using CVD. The carbon nanohorns, carbon nanowalls and graphene have

received considerable interests. The radial packing of single-walled tubular carbon

carrier/carbon
source

carbon
nanotubes

substrate
holder/heater

vacuum

cathode

Fig. 11 Schematic design of a parallel plate PECVD system
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nanohorns resembles a dahlia flower. Iijima et al. [128] described the growth

mechanism of carbon nanohorns: In a high energy and low diffusion rate condition

carbon species forms graphene sheets, and collide to form horn structures as

predicted by tight-binding molecular-dynamics simulations [129].

Carbon nanowalls (CNWs) are networks of vertically aligned graphitic walls.

They share similar morphology with other carbon nanomaterials such as carbon

nanoflakes [36, 130, 131], and nanosheets [132, 133], and nanoflowers [134]. Two-

dimensional CNWs, first reported by Wu et al. [135], are promising materials for a

number of applications, and have been demonstrated as an efficient material for

backlights of liquid crystal displays by field emission in the form of a nanodiamond/

carbon nanowalls composite [136], also as high-brightness lamps based on CNW-

coated nickel wires [137]. High surface area also makes CNW suitable for electro-

chemical applications, such as batteries and fuel cells.

Carbon nanowalls was first reported as a surface-bound material, by Wu et al.

[135], synthesized in an attempt to produce CNT in PECVD environment. Chuang

et al. [138, 139] reported the first successful synthesis non-surface bound free-

standing macroscopic structure of CNW aggregates by microwave PECVD in

various ammonia/acetylene gas mixtures (Fig. 12). This process is extremely

efficient, and neither catalyst nor a flat substrate was needed. Carbon nanowall

aggregates extrude from plasma sites induced by a growth stage and grow freely

into three-dimensional space. The overall length can reach centimeters in 10 min

of deposition time.

4.1 Carbon Nanotube Fibres

Significant attention was devoted into development of methods for manufacture of

carbon nanotube based fibres. CNTs were used as the main constituent material in

Fig. 12 Carbon nanowalls

grown in the MW PECVD as

described by Chuang et al.

[138, 139]
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fibres or in combination with a polymeric matrix. In each case the aim was to take

advantage of the spectacular axial properties of nanotubes. Carbon nanotube fibres

would be an ideal system to translate the fabulous properties of individual nano-

tubes into real macroscopic use. One challenge in the fibre system is to achieve

nanotube-nanotube bonding to get good load transfer and contact free flow of

electrons. Second challenge is to find a convenient and economical way to manu-

facture CNT fibres.

First CNT fibre with a polymeric matrix was reported by Vigolo et al. [140].

Single wall nanotube dispersion was co-extruded with polyvinyl alcohol (PVA)/

water through a long syringe into a rotating water/PVA coagulation bath. The

coagulation method used produced long fibres and ribbons. The diameter of the

fibres could be adjusted by changing the injection rate, flow conditions, and

dimensions of the capillary tube that affect the thickness of the ribbons. Authors

have demonstrated the flexibility of the carbon nanotube fibres by making knots and

they showed the fiber can be curved through 360� without breaking. The elastic

modulus of SWNTs fibres was an order of magnitude higher than the modulus of

high-quality bucky paper.

With long-range directional order, liquid crystals have long been used as precur-

sor solutions for spinning high performance fibres. With lengths on the order of

nanometers, and typical lengths in microns, CNTs have approximately the same

shape as small molecules like tobacco mosaic virus, which readily form liquid

crystalline phases. Liquid crystalline behaviour in CNTs was predicted by Somoza

et al. in 2001, based on a computational model using continuum-based density-

functional theory [141]. Somoza analyzed the different possibilities for tailored

liquid crystalline CNT phases, predicting the formation of a columnar liquid

crystalline phase. However liquid crystallinity in aqueous carbon nanotube suspen-

sion was first reported by Song et al. [142]. It opened a possible route for drawing

fibres from liquid crystalline suspensions of carbon nanotubes.

Davis et al. at Rice University announced realization of nematic phases of

SWNTs in superacid solutions. The SWNTs were produced using their high-

pressure carbon monoxide (HiPco) process [143, 144]. Up to 10 wt% of SWNTs

were dispersed in a superacid solution of sulphuric acid, chlorosulfonic acid, and

triflic acid. Such a high concentration represents a tenfold increase over previous

dispersions of SWNTs, and is due to the protonation of the nanotubes and the

formation of an electrostatic double layer of protons and counter ions [145]. This

charged layer surrounding individual nanotubes both encourages solubility in

water, as well as preventing aggregation due to the repulsive force felt by like-

charged nanotubes. Ericson et al. used sulfuric acid to promote the alignment of

SWNTs and extruded fibres consisting entirely of SWNTs [146]. The purified

SWNTs were mixed with 102% sulphuric acid and the mixture was extruded

through a small capillary tube into a coagulation bath after its viscosity has reached

a steady state. Fibres were obtained under different conditions, such as coagulants,

different dope temperatures and coagulation bath temperatures. These fibres

showed good alignment, with XRD analysis showing a mosaic angle of 31� at

full width at half maximum (FWHM), and Raman spectroscopy showing a Raman
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ratio greater than 20:1. Additionally, fibres coagulated in water had a density that

was 77% or the theoretical close packing density for 1.0 nm nanotubes. These fibres

possess good mechanical properties, with a Yong’s modulus of 120 � 10 GPa and

a tensile strength of 116 � 10 MPa [146].

A simple and alternative route to spin CNT fibres directly from their lyotropic

liquid crystalline phase consisting of multiwalled carbon nanotubes was shown by

Zhang et al. [147]. The nanotubes were highly aligned within the fibres due to the

combination of shear forces and the liquid crystalline phase. Fibres spun with

carbon nanotubes and nitrogen-doped nanotubes (N-MWNTs) were both examined.

High resolution transmission electron microscope shows N-MWNTs were much

straighter than the MWNTs. Ethylene-glycol was used as a matrix to disperse

nanotubes, with the concentrations between 1 and 3 wt%. A low power ultrasonic

bath was used to assist the nanotubes dispersion process. The dispersion went from

isotropic to biphasic to nematic phase with increasing concentration. The disper-

sions were then extruded out of the syringe through a needle with diameter less than

130 mm and transfer directly into a bath containing diethyl-ether. A syringe pump

was used to control the extrusion rate of the dispersions and they were collected on

a spindle outside the bath at the rate of 0.03–0.3 m/min. Young’s modulus of

MWNT fibres was found to be 69 � 41 GPa. On the other hand, N-MWNT fibres

had much higher stiffness of 142 � 70 GPa, more than twice of the MWNT fibres

[147]. The different mechanical properties between two types of fibres were

believed to be the different interaction between individual nanotubes. The straighter

N-MWNTs were thought to have less defects and a higher packing density, i.e.

better interactions between the tubes. The electrical properties were measured by

the two-probe method and both fibers were found to have ohmic behaviour, but N-

MWNTs showed higher conductivity.

Direct spinning of CNTs into fibres is one method that can offer advantages over

post-processing methods. Fewer processing steps lead to simpler and cheaper

synthesis, and ease of scaling and commercialization. Jiang et al. have spun fibres

directly from dense forests of MWNTs [148]. These CNT forests, grown by

chemical vapour deposition (CVD), enable the continuous drawing of nanotubes

due to van der Waal interactions between the nanotubes. Zhang et al. [149]

introduced twist during spinning of multiwalled carbon nanotubes from nanotube

forests to make multi-ply, torque-stabilized yarns. The yarn diameter was set by

controlling the width of the forest sidewall that was used to generate an initial

wedge-shaped ribbon and they have made singles (unplied), two-ply and four-ply

MWNT yarns. The unplied yarn had diameters between 1 and 10 mm. The twist was

typically 80,000 turns/m, versus 1,000 turns/m for conventional textiles (with much

higher diameter). Single twisted fibres showed tensile strengths between 150 and

300 MPa. These single fibres were then spun into multi-ply yarns, with the two-ply

having tensile strengths between 250 and 460 MPa. Later Zhang et al. made carbon

nanotube sheets by rotating carbon nanotubes in vertically oriented nanotube arrays

[150]. This method combines the dry-state spinning of nanotube yarns from forests

and the introduction of twist. They demonstrated the thickness of the sheet

depended on the forest size and increased with increasing the forest height. These
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transparent sheets have been used for the planar sources of polarized broad-band

radiation and flexible organic light-emitting diodes. Zhang et al. at Los Alamos

National Laboratory demonstrated the spinning of fibres from CNT arrays of 300,

500, and 650 mm in length and they found the tensile strengths for those as-spun

fibres were 0.32, 0.56, and 0.85 GPa, respectively [151]. The work indicated that

the fibre strength increased with increasing CNT length.

The most direct technique for spinning of CNT fibres was developed by

Windle’s group at University of Cambridge. This method relies on drawing carbon

nanotube fibres directly and continuously from the CVD synthesis zone of a furnace

[152]. Any type of hydrocarbon can be used as a source of carbon, injected at one

end of the furnace together with thiophene (used as synthesis enhancer) and

organometallic precursor, typically ferrocene, which after the decomposition

forms iron nanoparticles allowing the formation of CNTs. These CNTs form an

aerogel in the furnace hot zone, and due to their intermolecular interactions, as

“elastic smoke” can be drawn from the furnace (as shown in Fig. 13) and wound

onto a rotating spool [152]. There appears to be no limit to the length of the fibres

drawn, presenting a truly continuous process. The continuous spinning process

relies on two critical factors. One is to have sufficient high-purity nanotubes to

form an aerogel in the furnace hot zone and the other is the forcible removal of the

material from reaction by continuous wind-up. Different carbon sources and fur-

nace temperature will produce CNT fibres with varies structures and properties. The

composition of the fibres, in terms of double walled or multiwalled nanotubes could

be controlled by changing the reaction parameters.

Additionally, Koziol et al. developed a controlled method for continuous

spinning of fibres from the CVD reactor with different nanotube orientation based

on the liquid condensation and drawing from the CVD reactor [153]. The mechani-

cal data obtained demonstrate a considerable potential of carbon nanotube assem-

blies in the quest for maximal mechanical performance. The strength values

measured in these fibres up to 10 GPa exceed any known available high perfor-

mance material.
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The development of continuous fibre drawing methods represents an enormous

leap forward in the attempt to scale CNT properties for use in macroscopic

applications. Now that researchers have realized success in spinning such fibres,

attention must turn to designing processes that will provide increased tensile

strength and modulus, approaching that of individual nanotubes. Better control of

the underlying chemistry will allow experimentalists to fine-tune the nanotube

properties, including length, axial alignment and surface functionalization.

4.2 3D Carbon-Carbon Nanomaterials

Three-dimensional (3D) nano-carbon structures that can transfer exceptional

properties of carbon nanomaterials to meso- and micro-scale engineering materi-

als are essential for development of many applications [154]. Tennent et al. [155]

at Hyperion Catalysis in 1998 patented a method of preparing 3D microscopic

structures by dispersing carbon fibrils (nanotubes or nanofibers) in a medium and

separating them from the medium by filtration and evaporation to form a porous

mat or sheet. Carbon nanotubes and nanofibers synthesized using CVD are

usually in the form of a powder or a thin film on a flat substrate and direct

synthesis of 3D carbon nanotube and nanofiber macroscopic structures are still

challenging.

Well known engineering materials like carbon, ceramic or glass fibres could be

exploited as a support for the formation of 3D nano-structures. Growth of CNTs and

CNFs on the surface of carbon fibres was first reported to improve composite shear

strength [156, 157] and load transfer at the fibre/matrix interface [158]. The high

surface area of carbon and ceramic fibres coated with nanotubes and nanofibres is

important for use in electrochemical applications [159–161]. Jo et al. [162] reported

excellent field emission properties of CNTs grown on the surface of carbon fibres in

carbon cloth, which could potentially be used in flat panel displays. Boskovic et al.

[163] reported low temperature DC PECVD synthesis of carbon nanofibres on the

surface of carbon fibres (Fig. 14) using Co colloid catalyst. It was also demonstrated

that using the same Co colloid catalyst and the same PECVD method it is possible

to grow carbon nanotubes and nanofibres on arbitrary micro-machined silicon

three-dimensional “micro-grass” surfaces [164]. Hart et al. [164] demonstrated

that conventional metal deposition techniques can be used to obtain uniform

SWCNT and DWCNT film growth by atmospheric pressure thermal CVD on

arbitrarily micro-structured silicon “micro-grass” surfaces, where the surfaces

face the deposition source in any orientation from vertical to horizontal. These

principles can be applied to grow a wide variety of nanostructures on microstruc-

tures having arbitrary 3D topography, extending the fabrication capability for

hierarchically micro-structured and nano-structured substrates. Carbon fibres bun-

dles, woven and non-woven carbon fibre cloth can be used as a three-dimensional

scaffold for carbon nanotube synthesis on surface of carbon fibres and in the empty

space between them. Boskovic has found [165] that when the catalyst is
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impregnated and dispersed within a fibrous matrix (carbon or ceramic fibre cloth

or felt), rather than being left on the surface, a more efficient deposition of

nanofibres and/or nanotubes results. Fine iron powder catalyst dispersed in iso-

propanol was impregnated within a 2.5 mm thick VCL N carbon cloth, obtained

from Morgan Specialty Graphite, Fostoria, OH, USA using an ultrasonic bath.

The samples were then dried producing a fibrous matrix with an impregnated

finely dispersed metal powder. Carbon nanotubes and nanofibres were grown

using an ethylene and hydrogen mixture at 650�C. The nanotubes/nanofibres are
produced in clumps originating from the surface of the catalyst particles. The

amount of produced carbon nanomaterials could be controlled using variation of

catalyst loading.

Veedu et al. [166] reported that well-aligned CNTs grown perpendicular to 2D

woven fabric of SiC fibres improved significantly the mechanical and thermal

properties. Interlaminar fracture-toughness of the resulting 3D composite has

shown an improvement of 348% compared with the base composite without

CNTs. The interlaminar shear sliding fracture toughness was improved by about

54%. It is also reported that addition of carbon nanotubes has significantly

improved dissipation of vibration energy under cyclic loading – damping (514%).

The coefficient of thermal expansion was reduced to 38% of the original value and

thermal conductivity was improved by 51%. Three-dimensional composite materi-

als containing carbon nanotubes and carbon fibres are good candidate for many

potential applications. High thermal conductivity of these materials may be of use

in automotive and aerospace applications and for heat distribution or hot spot

control. Recently, Boskovic patented use for aircraft brake applications [167].

The high electrical conductivity of these materials could be used for example in

electronic components packaging, as gas diffusion layers in fuel cells or in electro-

magnetic shielding. The carbon fabric impregnated with carbon nanotubes could be

used for lightweight structures and for bulletproof vests.

Fig. 14 Carbon nanotubes

synthesised on the carbon

fibre surface using thermal

CVD
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5 Conclusions

In this chapter we presented different carbon nanostructures but the focus was

particularly on carbon nanotubes, their methods of synthesis, heteroatomic doping

and exquisite properties. The processing of nanotubes and macroscopic realisation

of the properties through the fabrication of fibres and 3D structures is further

presented and compared.
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Fullerene (C60) and its Derivatives as Resists

for Electron Beam Lithography

Hasnah Mohd Zaid

Abstract The application of fullerene as a negative resist was first studied by Tada

and Kanayama who verified that this material could be used as a negative electron

beam resist. Its small molecule enables the resist to have a resolution of at least

20 nm. Robinson et al. demonstrated that chemical modification of C60 by adding

functional groups to the C60 cage can significantly enhance the resist properties.

Chemical amplification of the fullerene derivatives improves their sensitivities

while maintaining their high resolution. In this chapter, the concepts of lithography

and lithography techniques which include electron beam lithography technology

systems are described. Current electron beam resists and their characteristics are

discussed. A review of the application of fullerene and its derivatives as electron

beam resists is presented. Finally, concepts of chemical amplification and current

chemically amplified resists are discussed.

Device density of modern computer components has grown exponentially as pre-

dicted by Moore’s Law [1] with a decrease in components sizes. Smaller devices

mean a reduced interconnect length, reducing the distance electrons have to travel

and thus signal delay. Although photolithography has been the technique of choice

for the fabrication of microdevices for many years, electron beam lithography is a

very promising lithographic technique for nanoscale patterning due to its flexibility

and nearly unlimited resolution capability, able to fabricate sub-50 nm features.

A factor that influences its resolution is the electron beam resists. The application

of fullerene as a negative resist was first studied by Tada and Kanayama [2]

who verified that this material could be used as a negative electron beam resist.

Its small molecule enables the resist to have a resolution of at least 20 nm. Robinson

et al. [3–5] demonstrated that chemical modification of C60 by adding functional

groups to the C60 cage can significantly enhance the resist properties. Chemical

amplification of the fullerene derivatives improves their sensitivities while
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maintaining their high resolution [6, 7]. In this chapter, the concepts of lithography

and lithography techniques which include electron beam lithography technology

systems are described. Current electron beam resists and their characteristics are

discussed. A review of the application of fullerene and its derivatives as electron

beam resists is presented. Finally, concepts of chemical amplification and current

chemically amplified resists are discussed.

1 Lithography

Lithography is the process of transferring patterns to a substrate and can be used to

fabricate integrated circuits. A beam of radiation, such as photons or ions is

projected onto a suitable resist material coated on a wafer, causing chemical

changes in the resist. For instance, the solubility of the resist in a certain solvent

may change [8]. In photolithography, a photopolymer is exposed to visible light or

UV radiation through a mask. The solubility of the exposed area of the polymer is

increased (positive tone resist) or decreased (negative tone resist) and the exposed,

or unexposed, resist is removed respectively, using a developing chemical, produc-

ing the desired pattern on the substrate for further processing. The principle of

operation of lithography is shown in Fig. 1. A radiation sensitive material, known as

a resist, is coated onto the substrate as shown in Fig. 1a. The resist is then exposed to

a beam of radiation through a mask which shadows certain areas of the resist, as in

Fig. 1b. The exposed areas of the resist undergo chemical alteration. In the case of a

positive resist, its solubility is increased relative to the unexposed resist allowing it

to be removed by a developer solvent, while the exposed areas of a negative resist

become less soluble and are left behind upon development as shown in Fig. 1c [9].

resist
substrate

mask

negative resistpositive resist

radiation

a

b

c

Fig. 1 The principles of

lithography. (a) The substrate

is coated with a radiation

sensitive resist. (b) The resist

is irradiated through a mask

causing chemical

modifications in the exposed

areas. (c) In a positive tone

resist, the exposed areas are

removed upon development

while in a negative tone resist,

the exposed areas are retained
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The final objective of the lithographic process is the accurate replication of the

pattern originally specified by the device designer onto the substrate. Its success

depends on the physics and chemistry of resist exposure and development, and the

ensuing pattern transfer.

1.1 Photolithography

Photolithography (also known as optical lithography) has been the technique of

choice for the fabrication of microdevices for more than 50 years, and still is the

workhorse for volume manufacturing of integrated circuits [10]. Light (visible or

near-UV) is projected through a mask, defining the desired pattern, and then

focused onto a photoresist on the wafer. The pattern defined in the polymer film

on the substrate is then used as a mask for further processing of the substrate. There

are three primary exposure methods: contact, proximity, and projection.

In contact exposure, the wafer image is formed by placing the photoresist-coated

wafer in contact with the mask and exposing it to light through the mask [11]. The

mask used is a transparent glass plate with light-blocking patterns formed, for

instance, by a metal coating. The pattern produced on the wafer is the same size

as that on the mask. Due to the contact between resist and mask, very high

resolution is possible since, as shown in Fig. 2, it is not affected by diffraction.

However, this method causes contamination of the mask by the resist and tends

to trap debris between the resist and mask, causing damage to the mask and defects

in the resist. Furthermore, uniform contact between mask and wafer is difficult due

to surface structures and warping of wafer. Mask fabrication is also difficult since

mask

Light source

wafer

intensity

Fig. 2 Contact exposure is not affected by diffraction. The light intensity distribution projected

through the mask is shown to be uniform
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the patterns on the mask are of the same size as the desired final features. Due to

these problems, contact exposures are rarely used.

In proximity exposure, a small gap, 10–25 mm wide, is maintained between the

wafer and the mask during exposure. As in contact exposure, this method also has a

1:1 magnification ratio, (i.e. the size of the pattern imaged on the wafer is the same

as that on the mask). The gap helps to reduce wear and tear to the mask due to

contact. However the resolution of the method is not as good as contact printing due

to near field (Fresnel) diffraction. Diffraction is an inevitable consequence of the

wave nature of light, and is responsible for the spreading of light as it passes

through an opening with a dimension close to (or less than) the order of its

wavelength. Some of the exposing light propagates at divergent angles causing a

larger area of the resist to be exposed, as shown in Fig. 3.

Other than diffraction, there are a few other disadvantages of proximity printing.

Although problems with trapped dust and particles are reduced due to the gap, they

are not totally eliminated. Besides that, alignment is difficult due to wafer warp,

which causes a variation in the distance L between mask and wafer. Furthermore,

1:1 mask fabrication is difficult.

The third method of exposure is projection exposure. This method avoids mask

damage entirely with a total separation between mask and wafer. In projection

lithography, an image of the patterns on the mask, usually demagnified by four or

five times, is projected onto the resist-coated wafer, which is many centimetres

away, using a system of lenses [11] as shown in Fig. 4. A stepper system with a high

speed stage that moves the wafer is used. Instead of a full field exposure, where the

entire wafer is exposed at once, as in contact and proximity exposure, a stepper

exposes only part of the wafer at a time and repeats the process until the entire

wafer is exposed [8]. Furthermore, the demagnification of the pattern allows less

constraint on the mask pattern accuracy, since the final patterns are four or five

times smaller than those on the mask, and therefore any defect or variation on the

Light source

mask wafer

intensity

L

d

Fig. 3 Near field (Fresnel) diffraction of light through an opening, d, when L < d2/l in proximity

exposure. The light intensity distribution shows the diffraction effect
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patterns would be significantly reduced. The problem with projection photolithog-

raphy is that as sizes of exposed details approach the wavelength of the exposing

radiation, diffraction effects at the edges of the patterns become prominent.

The large separation between mask and wafer, L, causes far field (Fraunhoffer)

diffraction, as shown in Fig. 5.

Light source

chrome on
glass mask

Resist on wafer

Reduction
optics

Condenser
Lens System

Fig. 4 Schematic diagram of

projection photolithography

mask wafer

intensityLight source

d

L

Fig. 5 Far field (Fraunhoffer) diffraction of light through an opening d when L > d2/l in

projection photolithography. The light intensity distribution shows the diffraction effect
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The limits and performance of projection photolithography can be characterized

by two equations. The minimum resolved feature size, dmin, or resolution, is given

by the equation

dmin ¼ k1
l
NA

(1)

where l is the wavelength of the exposing light and k1 is a characteristic constant
of the specific lithographic process, which typically has a value in the range of 0.5–

1.0 [8]. The value of k1 generally depends on the lithographic equipment, resist,

process parameters, the type of mask and the pattern being imaged. NA is the

numerical aperture of the optical system, which is equal to the sine of the angle

subtended by the objective lens of the system multiplied by the refractive index of

the surrounding medium (�1 for air) [12]. The NA of optical lithography systems

today ranges between 0.5 and 0.6 [13]. Based on (1) and the values of k1 and NA, the
minimum feature would be approximately equal to the wavelength of the light used.

The depth of focus, DOF, or the range over which the image is adequately sharp, is

given by the equation

DOF ¼ k2
l

NA2
(2)

Here, k2 is another characteristic constant of the specific lithographic process,

and is usually about 1.0. Depth-of-focus is important in defining whether an optical

projection system is physically realizable. A large value ofDOF is desirable since it

increases the tolerance of the process to deviation of the substrate surface from

perfect planarity, which can be caused by previously created surface structures or

wafer warping, amongst other things. Referring to (1), we can see that a better

resolution can be achieved by either increasing the numerical aperture (NA) or
reducing the wavelength, or both. Furthermore, since the DOF is inversely propor-

tional to the square of NA, a resolution improvement achieved by increasing NA
would be accompanied by a relatively larger decrease in DOF. Therefore, reducing
wavelength is usually a better option.

In the past, resolution improvement in optical lithography has typically been

accomplished by decreasing the wavelength of light used. The progression from

using g-line (436 nm) to the i-line (365 nm) light source, to using deep ultraviolet of

wavelengths 248 and 193 nm, has improved the imaging resolution from 1 mm to

sub-100 nm [14]. Deep Ultraviolet Lithography (DUV) can generate devices as

small as 65 nm. However, reducing wavelength also decreases the depth of focus

although to a lesser extent than increasing NA. To counteract this, the proportion-

ality constants k1 and k2 have been improved by applying better resists, resist

processes and resolution enhancement technologies, which have been used to

improve lithographic performance at or below the diffraction limit.

Gordon Moore predicted in 1965 that the number of transistors in an integrated

circuit would double every 18months [1]. The famousMoore’s Law has proven very
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accurate at projecting future processing power [15], as the device density of modern

computer components (i.e. the number of transistors per unit area) continues to grow

exponentially [16]. A higher resolution is always desired, as it means more complex

integrated circuits containing larger numbers of components per unit area of sub-

strate material can be produced. Smaller devices mean a reduced interconnect

length, reducing the distance electrons have to travel and thus increasing switching

speed and improving efficiency. For example in microprocessors, the minimum gate

length of the transistors determines the speed of information processing of the

chips [17]. Power dissipation due to heat is also reduced with reduced size. Smaller

features also mean lighter and more portable devices. In sensors, the sensitivities are

increased with reductions in size due to the corresponding increase in surface area

[18, 19]. In terms of economy, the reduction in size means a reduction in material

used and ultimately a reduction in cost, since, if the cost per wafer is maintained,

there will be a significant reduction in cost per component. In general, miniaturiza-

tion leads to systems with improved capability and lower prices.

So far, photolithography has shown remarkable progress in improving resolution

to answer the demands of Moore’s law and the semiconductor roadmaps via the

reduction of radiation wavelength to 193 nm and the application of wavefront

engineering. However, each shift in wavelength had to be accompanied by expen-

sive efforts to develop appropriate light sources and imaging optics. The wavefront

engineering used to improve resolution requires an increase in production cost due

to mask complexity. Even then, further reduction of feature sizes would require

further wavelength reduction. 157-nm lithography used to be the likely answer.

Unfortunately, the development of lithography using this wavelength faces several

issues. The lens and mask material used at other wavelengths are unsuitable for use

with 157 nm radiation. At this wavelength, the only suitable lens material is CaF2
(calcium fluoride), the supply of which is believed to be inadequate for volume

production [20]. Moreover, CaF2 lenses have poor longevity [21], and the effect of

birefringence, a phenomenon of double refraction of light as it passes through an

optically anisotropic medium such as CaF2, is more prominent at this low wave-

length [20]. The other problem is to develop a cost-effective mask pellicle, which is

the soft material used to protect the mask from contamination; since the organic

material used for other wavelengths do not provide the necessary transmittance

and longevity. Furthermore, there is a lack of resists suitable for this wavelength.

The limits of photolithography and issues of cost and throughput have motivated

the development of alternative techniques of lithography.

1.2 Other Lithography Techniques

Due to the limits of photolithography, several alternative lithography techniques have

been studied. However, most of these techniques have problems with cost, through-

put, and/or practicality. Some notable techniques include dip-pen lithography,

imprint, ion projection lithography (IPL) and X-ray lithography.
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1.2.1 Dip-Pen Nanolithography

Dip pen nanolithography (DPN) is a scanning probe nanopatterning technique in

which an atomic force microscope (AFM) tip is used to deliver molecules to a

surface via a solvent meniscus. In DPN, the AFM tip acts as a “nib” of a pen, a

solid-state substrate as “paper” and molecules with a chemical affinity for the solid-

state substrate as “ink”. Capillary transport of molecules from the AFM tip to the

solid substrate is used to directly “write” patterns consisting of a small collection of

molecules onto the substrate [22]. This direct-write technique offers high-resolution

patterning capabilities for a number of molecular and biomolecular ‘inks’ on a

variety of substrates, such as semiconductors and metals. The main advantage of

DPN is its simplicity, and ability to achieve resolution comparable to more expen-

sive and sophisticated competitive lithographic methods. However, DPN has major

drawbacks which include its very slow speed writing, inherent to the AFM motion.

Moreover, the ‘ink’ needs to be replenished periodically, which involves dismount-

ing the AFM probe, interrupting the writing process.

1.2.2 Nanoimprint Lithography

Nanoimprint Lithography (NIL) is a method of transferring patterns by mechanical

means. NIL uses a hard mould, which contains nanoscale features defined on its

surface, to emboss a resist cast under controlled temperature and pressure condi-

tions, creating a thickness contrast in the resist [23]. There are several variants

of nanoimprint lithography, with slight process differences with one another.

In Thermoplastic Nanoimprint Lithography, a thin layer of imprint resist, a thermal

plastic polymer, is spin-coated onto the substrate. Then the mould, or template, is

pressed against the resist and the assembly is heated until the polymer film melts

and conforms into the patterns on the template. After being cooled down, the

template is separated from the substrate, leaving behind a patterned resist. In

Photocurable Nanoimprint Lithography, a transparent template is pressed into a

low viscosity photocurable resist liquid such that it conforms to the topology of

the template. Then, instead of heating as in the Thermoplastic Nanoimprint, the

resist is irradiated with UV light to cure it, producing a relatively rigid polymer

network [24].

Although NIL has proved to be successful in nanopatterning, and is capable of

14 nm pitch lines [24], it has several limitations as a flexible lithographic technique.

First of all, the pattern can be degraded during removal of the mould from the resist.

Furthermore, NIL requires perfect planary of both substrate and template for

precise pattern transfer. Fabrication of a good quality 1� template is also a

challenge. The direct contact between template and resist results in fast wear and

contamination. Since the features of the mould physically deform and displace the

polymer, larger features on the mould would displace more polymer material over

larger distances. Therefore, larger features would be more difficult to imprint.
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Besides that, the high viscosity of the fluid and the complexity of the mould pattern

can result in an incomplete pattern transfer [23].

1.2.3 Ion Projection Lithography

Ion Projection Lithography (IPL) uses lightweight ions, such as H+, H2+, H3+, or

He+, to expose the photoresist. The ions are accelerated by an electric field and the

beam usually operates between 50 and 150 keV [25]. The ions pass through a

patterned stencil mask and are focused and projected on to the wafer by electrostatic

lenses. The wavelength of ions is extremely short; H+ with energy 150 keV has a

wavelength of less than 10�4 nm; and thus diffraction can be ignored. As the ions

penetrate the resist, they lose a large proportion of their energy to the electrons in

the molecules of the resist and substrate, so their path is almost straight line

enabling good resolution. Feature sizes of 65 nm have been achieved with IPL

and a throughput of 50–120 wafers per hour of 200 mm wafers has been estimated.

However, IPL has some major disadvantages. The only viable mask is a stencil

mask, with holes in the mask to allow ions to pass through. This severely circum-

scribes the available patterns, not allowing for instance, annular structures (donut

shapes) in a single mask. To form closed paths on the wafer, two masks are required

with extremely tight alignment. The high energy ion beams can induce erosion and

damage to both mask and wafers. Absorbed ions cause mask heating that leads to

distortion to the patterns in the mask. Furthermore, ion beams require vacuum

operation which limits access to the lithography machine.

1.2.4 X-Ray Lithography

The X-ray exposure system is similar, in principle, to photolithographic contact

printing, with an X-ray beam, of wavelength between 0.4 and 4 nm, being used to

expose the sensitive material instead of a light beam. The X-ray beam is usually

generated by a synchrotron radiation source. A mask, made of a thin membrane

which allows X-ray to pass through, such as silicon nitride, with patterns made of

X-ray absorbing material, such as gold, is used [26]. In X-ray proximity lithogra-

phy, the mask is held within a few microns of the resist-coated substrate, allowing

large areas to be exposed, and is thus suitable for mass production of circuits. X-ray

lithography has produces features as small as 20 nm [27]. One problem with X-ray

lithography is that, since the mask is placed very close to the substrate, its pattern

must be the same size as the final desired features on the chips, making mask

fabrication more difficult and expensive. The mask must also be very thin to be

transparent to the radiation, and requires extremely tight alignment. Mask damage

would also occur quickly due to the high energy of X-ray radiation. In addition to

that, the cost of X-ray lithographic tools, which include the synchrotron X-ray

source and mask, is very high [28].
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2 Electron Beam Lithography

In electron beam lithography (EBL), electrons are used to write a pattern in an

electron sensitive resist coated on the substrate. The technique consists of scanning

a beam of electrons across a surface covered with a resist film, thus depositing

energy in the desired pattern into the film [29]. The main advantage of EBL over

other methods of lithography is its very high resolution which is due to the very

small spot size of the electron beams, and the ability to create arbitrary patterns

rather than requiring a mask. The wavelength of the electron beam is so small that

diffraction is negligible. The de Broglie wavelength of an electron is given by the

equation

l ¼ hc

eV
(3)

where l is in meters and the accelerating voltage V is in Volts. For example,

electrons accelerated at 10–100 keV would have a wavelength of 0.0123–

0.0039 nm. Therefore, the theoretical resolution is not limited by diffraction.

Arbitrary patterns are possible because the electron beam can be steered using

electrostatic and electromagnetic fields which can be generated from a virtual

(computer) mask.

The most important current use of EBL is in photomask production. Masks are

made by coating a chrome clad glass plate with e-beam sensitive resist layer, which

is subsequently exposed and developed to generate the required pattern on the

mask. In contrast to optical lithography systems, electron-beam lithography

systems are not limited by diffraction, but instead, their ultimate attainable resolu-

tion is limited by beam–solid interactions, beam diameter which in turn is affected

space charge, and the resist used. There are two basic types of electron beam

exposure equipment – “direct write” and “projection systems” [30].

2.1 Direct Write

Direct write EBL systems are the most common. Most direct write systems use an

electron beam with small diameter, that is moved with respect to the wafer to

expose the wafer one ‘pixel’ at a time. The electron beam is focused to a fine spot at

the surface of the resist, and is scanned electronically to trace out the desired pattern

in the resist film [29], blanking the beam to move from one structure to the next.

Direct write systems can be classified as raster scan or vector scan. In raster scan,

the beam travels over the entire substrate, turning on and off depending whether the

area is to be exposed or not. With the vector scan, the beam scans selected areas

only. After a certain area is completely scanned, the beam is turned off and moved

to another area that needs to be exposed. The raster scan is more common since it is
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simpler and cheaper. However it is comparatively slow. The vector scan, on the

other hand, is faster, but since it requires more complicated hardware and software,

is more expensive. Direct write is a method that can be used to generate submicron

patterns, but, since the process takes a long time, it is not suitable for industrial mass

production of circuits.

2.2 Projection Systems

Electron projection lithography (EPL) is basically similar to optical lithography but,

instead of a quartz mask with chromium patterns, uses a solid membrane with holes

(stencil mask) to pattern the electron beam [13]. Electrons are absorbed in the solid

parts of the mask. The short wavelength of the electron beam allows EPL systems to

achieve extremely small feature sizes, significantly less than 50 nm. The projection

system can expose a large area in a short time, but patterns can only be reproduced

from an appropriate mask fabricated by some other method. As mentioned earlier,

stencil masks limit the possible patterns, since they do not allow, for instance,

annular structures in a single mask, so at least two masks are required to form closed

paths on the wafer. Another problem with EPL is that the electrons absorbed in the

mask cause it to heat up and distort. One of the first EPL tools, Scattering with

Angular Limitation Projection Electron beam Lithography (SCALPEL), used masks

with scattering contrast to overcome the mask heating problem. The SCALPEL

mask was made up of thin membrane of low atomic number material which allows

electron to pass through, and patterns made up of a high atomic-number material

which is transparent but scattered electrons at large angles, to be subsequently

stopped by a separate aperture plate [31]. However, there were some problems

with the SCALPEL technology. The mutual repulsion of electrons, or space charge

effect, led to the defocusing of the beam.When low beam current was used to reduce

space charge effects, it resulted in a very low throughput (�1.5 wafers per hour per

mA of current) [32]. Furthermore, although the mask membrane was transparent to

the electrons, some small energy loss did occur which led to image blur, affecting

the resolution. When the beam current was increased for higher throughput, the

space charge effects added to the image blur. If the beam size was enlarged to

increase the effective electron field at the wafer (another way to increase throughput)

it compromised the support of the mask design and reduced pattern placement

performance. Hence, generally, the major problem for SCALPEL was throughput.

3 Electron Beam Resists

Electron beam resists are the recording and transfer media for electron beam

lithography, with a function similar to film in photography. They are usually poly-

meric materials that are modified by exposure to electrons. Following exposure, the
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resist is developed by immersion in a suitable solvent which would remove either

the exposed or unexposed areas of the resist. After development, the resist pattern is

most often then used either as a mask for subsequent deposition of a material, such

as dopants or a metal layer, or as an etch mask during etching of the underlying

material to alter its topology. Therefore, as well as sensitivity to electrons, the resist

must be able to protect the underlying substrate during subsequent processing, that

is, it should be mechanically stable to allow high quality deposition and durable

enough to resist etchants.

For pattern recording, the resist must be capable of easy application to give

uniform and reproducible film thickness, sufficiently sensitive to the exposing

radiation to be economically useful and have adequate resolution. For subsequent

process steps, it must have strong adhesion to the substrate, be durable, and have a

sufficiently high melting point so as to allow deposition and etching, but also be

easily and completely removable after the subsequent processing [30].

3.1 Exposure of Electron Beam Resists

There are two types of resist, positive tone and negative tone. In the former, the

exposed areas are removed by a suitable developer, whereas the unexposed areas

are removed for a negative resist. Typically a positive tone resist would be used

when the retained area is more than 50% of the overall area, and negative tone for

less than 50%. When an electron strikes the resist, it can cause a number of different

reactions. For instance, two molecules may crosslink forming a larger less soluble

molecule (negative tone).

Alternatively, a polymer chain may be broken into smaller fragments (chain

scission) increasing solubility (positive tone). Both reactions can happen at the

same time, but in most materials, one reaction dominates over the other. After

irradiation, there is a net increase or decrease in the solubility of the resist [30]

resulting in either positive or negative tone. Electron irradiation can also cause

an extensive rupture of the main chain to form volatile fragments so that no

development is required, as in self-developing resists, which can only be positive

tones. Another type of reaction is a change in polarity, bringing about a dual tone

resist. An example is the mixture of poly(4-t-butoxycarbonyl oxystyrene) and an

‘onium’ salt. Exposure leads to a polar compound which would produce a positive

tone image if developed in polar solvents, and a negative tone one if developed in

non-polar solvents [30].

3.2 Electron Solid Interaction

Although the resolution of electron beam lithography is not limited by diffraction, it

is very much limited by the scattering of electrons which occur when they enter the
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resist and penetrate further into the substrate. The two types of scattering are

forward and back-scattering. Forward scattering occurs when electrons are

deflected by small angles as they enter a resist. These small angle deflections lead

to an overall increase of the beam diameter which results in the exposure of a larger

area in the resist, reducing resolution. The extent of the diameter increase depends

on both the beam energy and resist thickness. Since forward scattering causes the

beam diameter to increase as the electron penetrates further into the resist, its effect

can be reduced by using thinner films. Forward scattering can also be reduced by

increasing the beam energy.

Backscattering is a process whereby electrons are deflected at large angles and

occurs mostly in the substrate, which typically has a higher atomic number than the

resist. Backscattering can be reduced by using electrons with lower energy, or using

substrates with lower atomic weight. Backscattered electrons sometimes return into

the resist at very large distances from the point where they first entered it, causing

the proximity effect, a phenomenon where certain areas of a resist receive a larger

dose than intended, due to backscattered electrons from neighbouring areas,

as shown in Fig. 6. The proximity effect is one of the most serious problems

experienced in EBL.

When the electrons in the electron beam enter, or are backscattered into, the

resist they can deposit energy in the film. These electrons can collide inelastically

with the electrons in the molecules of the resist or substrate, dissipating much of

their energy in the form of secondary electrons. These secondary electrons have

energies in the 2–50 eV range and are responsible for the majority of exposure of

the resist [29]. They lead to an effective widening of the beam diameter, affecting

the resolution but since their range in resist is only a few nanometers, they

contribute little to the proximity effect.

electron beam

resist

substrate

proximity
effect

electron beam

backscattered electrons

exposed
area

Fig. 6 Exposure of resist by backscattered electrons from neighbouring areas results in proximity

effect
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3.3 Characteristics of Resists

There are a number of characteristics that determines whether a resist is useful, the

main ones being sensitivity, resolution, contrast, and etch resistance.

3.3.1 Sensitivity

The sensitivity of a resist is a measure of the dose of electrons required to expose it.

A high sensitivity resist is generally desirable because less time is required to expose

patterns. The sensitivity can be determined by plotting the thickness of resist after

development against the exposure dose. This is also called the response curve, and is

shown in Fig. 7.When a resist is exposed to radiation, its solubility gradually changes.

For a positive resist, it becomes more soluble, so the thickness after development

would decrease with dose. For a negative resist, the solubility decreases, so the

retained film thickness increases with dose. To plot the response curve, areas on

the resist are exposed to a range of electron doses, and then developed. The dose,

D, of electrons received by an area of the film is given by equation:

D ¼ It

A
(4)

where I is the sample current of electrons in amps, t, the exposure time in seconds

and A, the area of the exposure site in square centimeters. The retained film

thickness in the exposed areas is measured using a surface profiler and is plotted

against the dose received by that area, on a log-linear scale. The sensitivity of a

positive resist is defined as the dose necessary to clear all of the film from the

substrate (D2 in Fig. 7a), while for a negative resist it is defined as the dose at which

50% of the resist thickness is retained (D3 in Fig. 7b [33]. The sensitivity of a resist
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Fig. 7 Response curves of a resist upon electron irradiation and development for (a) positive resist

and (b) negative resist
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depends on several factors. In most positive resists, the sensitivity increases with

the molecular weight of the resist polymer [30]. This is due to the fact that only a

few chain scissions are necessary to substantially alter the solubility of a high

molecular weight polymer. A larger molecule would also have a larger cross section

and hence a higher probability of electron interactions.

The sensitivity is also affected by the electron energy. An electron with lower

energy is more likely to interact with the resist layer rather than reaching the

underlying substrate. Therefore, the required exposure dose is reduced. Hence, as

long as the electron has enough energy to expose even the bottom of the resist film

(thereby ensuring that the pattern is not undercut, and hence removed, on develop-

ment), the sensitivity is higher at lower electron energy. Another factor that affects

the sensitivity of the resist is the atomic weight of the substrate. The heavier the

atoms of the substrate, the higher the electron cross section and therefore the greater

the level of backscattering, returning the electrons back into the resist, which also

leads to an apparent increase in the sensitivity of the resist [30].

3.3.2 Resolution

The resolution of a resist is usually indicated by the minimum feature size that can

be resolved by the resist. However, it can also be defined as the minimum half pitch

of dense lines and spaces, which is a more useful measure of lithographic use [13].

In practice, the smallest possible linewidth achievable would depend on not only

the resist, but the lithographic system and processing conditions. The beam size and

current of the system can determine minimum feature size. Resolution also depends

on the electron energy. As the electron energy is increased, the effect of forward

scattering become less pronounced, producing wall profiles that are more nearly

vertical, thus better resolution may be achieved [29]. However, greater electron

energy produces more back scattering leading to proximity effects which would

affect the resolution of dense features. The use of thinner resist reduces the effects

of forward scattering, and thus increases the resolution [3]. Although lower energy

electrons undergo more forward scattering compared to high energy ones, the range

of scattering depends on the electron energy. For example, at electron energy 5 keV

and below, both forward and backscattering are significantly reduced. Therefore,

using sufficiently low energy electrons can also improve resolution. As the energy

is increased from 5 to 20 keV, the effect of both forward and backscattering

significantly increases the exposed resist area, while at 20 keV and above, the

almost straight path of the electrons leads to the improvement of resolution.

3.3.3 Contrast

The contrast of a resist is a measure of how fast its solubility changes when it is

exposed to radiation. It is defined as the slope of the response curve shown in Fig. 6.

In the curve, D1 is the largest dose at which a positive resist retains its original
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thickness, and D2 the smallest dose for it to be completely removed, so the contrast,

g, is defined as

g ¼ 1

log10
D2=D1

� � (5)

which is the slope of the response curve [30]. For a negative resist, the contrast is still

similarly defined, with D1 being the largest dose at which the film is completely

removed, and D2 the smallest dose where it retains its original thickness. A resist with

high contrast would transition from unexposed to exposed over a small range of doses,

indicated by a more vertical slope on the graph. A low contrast resist would have a

wide range of doses over which the resist is only partially exposed. A high contrast

resist is usually desirable since it tends to have more vertical feature sidewalls upon

development compared to lower contrast resist. This is due to the lower current at the

edge of the electron beam, causing a lower dose received at the edge of the pattern. For

a high contrast resist, the effect is negligible, however, for a lower contrast one, the

partially exposed resist at the edge of a pattern results in a sloping wall.

3.3.4 Etch Resistance

To achieve its function, a resist must be able to protect the underlying substrate

during subsequent processing. One of the processes used to alter the substrate

is etching, a technique that removes substrate material from the uncovered areas.

A good resist should be highly resistant to the etching process to allow high aspect

ratio to be realised. Besides, poor etch resistance causes an uneven film surface

during etching that can be transferred on to the substrate. An important parameter in

etching is the etch selectivity. This is the ratio between the etch rate of the material

to be etched (the substrate) and the etch rate of the mask material (the resist). An

ideal etch would be one where the substrate is removed whilst the resist is

unaffected. A sample can be etched using a corrosive liquid (wet etch), gas or

plasma (dry etch), or a beam of ions. Etching by wet chemicals is isotropic and can

result in undercutting. Dry etching, such as reactive ion etching, can be highly

anisotropic, resulting in a more faithful transfer of pattern.

3.4 Current Resists

Resists are grouped into two main categories, positive and negative tone, according

to whether the exposed areas are removed, or retained, after exposure. Initially,

electron beam resists were composed of electron sensitive polymers such as poly

(methacrylates) or poly(sulphones) which readily form smooth, amorphous films

by spin-coating. Examples of positive-tone electron beam resists include PMMA

(Poly(methyl methacrylate)), PBS (Polybutene-1-sulphone) [30] EBR-9, and
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ZEP [29], while negative-tone resists include polystyrene [30], HSQ (Hydrogen

SilsesQuioxane) [34, 35] and SU-8 [36].

3.4.1 PMMA (Poly(Methyl Methacrylate))

PMMAwas one of the first materials used for electron beam lithography [29]. It has

been shown to provide resolution that is among the highest in any lithographic

application. It is a commonly used positive resist and has demonstrated features

down to <5 nm [37]. Exposure to electron irradiation causes a chain-scission

producing low-molecular weight polymer fragments which are soluble in a devel-

oper [38] as shown in Fig. 8.

Its sensitivity is�10 mC/cm2 at 2 keV, falling to 90 mC/cm2 at 20 keV. Structural

modification by the incorporation of highly electron-withdrawing groups had pro-

duced PMMA derivatives with sensitivities as low as 1 mC/cm2 at 10 keV [39].

When exposed to more than ten times the optimal positive dose, PMMA will

crosslink, forming a negative resist. Its negative-tone resolution has been shown

to be about 10 nm [40]. Despite excellent sensitivity and resolution, PMMA suffers

from poor resistance to corrosive etching conditions [38].

3.4.2 Hydrogen SilsesQuioxane

Hydrogen SilsesQuioxane (HSQ) can be described as a siloxane-based polymer

wherein every silicon atom is bound to three oxygen atoms and one hydrogen atom

with the exception of the terminal silicon atom, where one of the oxygen atoms is

replaced by an H group [34, 35]. Alternatively, HSQ can be described as caged

oligomer structures with the general formula (HSiO3/2)2n as shown in Fig. 9. HSQ

is a high-resolution negative-tone inorganic resist for electron beam lithography.

Isolated 6-nm-wide lines and 27 nm period gratings using 50 keV electrons have

been demonstrated [41]. HSQ also shows negative-tone resist behaviour for X-ray,

and photolithography with wavelengths from 157 nm and below [42]. In extreme

ultraviolet (EUV) lithography, HSQ has been shown to have a sensitivity of

11.5 mJ/cm2. Although HSQ is capable of high resolution and has demonstrated
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Fig. 8 Chain scission of poly(methyl methacrylate). After [38]

Fullerene (C60) and its Derivatives as Resists for Electron Beam Lithography 67



etch durability comparable to novolac resist [43], its sensitivity in EBL is only

�200 mC/cm2 at 50 keV [34] making it unsuitable for high throughput applications.

3.4.3 Other Polymer Resists

Another example of positive-tone resist is PBS, poly(butane-1-sulfone), which was

developed by Bell Laboratories, RCA and IBM [38]. It has been widely used in

photomask production due to its high-sensitivity of 1–2 mC/cm2, and has a resolu-

tion down to �500 nm. However, as the industry progressed to smaller feature

sizes, this resolution was not good enough, and since its performance with regards

to etch resistance and CD linearity was poor, PBS was no longer acceptable. ZEP,

another chain-scission positive-tone resist, developed by Nippon Zeon, consists

of a copolymer of a-chloromethacrylate and a-methylstyrene. It has a sensitivity of

15–30 mC/cm2 at 25 keV. Despite its resolution being almost as high as PMMA,

enabling lines of widths 10 nm with pitch 50 nm to be fabricated in the resist [44],

ZEP does not fully satisfy the industry’s requirements in terms of etch resistance

and contrast. A new nanocomposite resist incorporating a fullerene derivative into

ZEP520 increased its resolution and etch resistance with a slight decrease of

sensitivity [45].

In general, most polymers crosslink upon sufficient electron irradiation [30], so

they can be used as negative-tone resists. However, not all of them have the

sensitivity, resolution or other properties required for commercial application.

3.4.4 Molecular Resists

Although most conventional resists are polymer-based, as in PMMA and HSQ,

there are some problems with them, such as line edge roughness, which is the

deviation of a feature edge from a smooth, ideal shape and usually measured in

terms of the root-mean square of the edge deviation from a best fit straight line [46],

and pin-holes, which are minute holes or defects with diameters as small as a few

nm. Furthermore, the resist resolution is limited by the size of the polymer
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molecule, usually defined in terms of the radius of gyration, which is the average

distance of the chain segments from the center of the gravity, at least several nano-

meters for most polymers. This constraint is especially significant in negative-tone

resists, where irradiation causes polymerization or crosslinking of molecules,

resulting in larger insoluble molecules so that the resolution does not even approach

the molecular size [30]. These problems might be avoided by using low molecular

weight resists. These relatively new resists include calixarene derivatives [47–49],

catechol [50], fullerene and its derivatives [2–5], and resists based on liquid

crystals, such as triphenylene derivatives [51, 52]. These mainly negative tone

resists are able to provide high resolution due to their low molecular size and

weight. However, not all molecular compounds can be used as resists since most

of them tend to crystallise upon spin coating, forming rough surfaces, making them

unsuitable for resist application.

3.4.5 Calixarene Derivatives

Calixarenes are macrocyclic molecules comprising of phenolic units linked by

methylene bridges to phenolic hydroxyl groups as shown in Fig. 10. They have

small molecular size (�1 nm) and sensitivity in the �mC/cm2 range [53]. Calixar-

enes have high melting point (�300�C) and are stable in air. The phenol derivative

in calixarene causes it to have high durability to plasma etching. Several derivatives

of calixarene have demonstrated negative tone e-beam resist properties [47–49].

Catechol

Another family of low molecular weight resists, which also have cyclic ring

structures, are catechol derivatives. The general chemical structure of a catechol

is shown in Fig. 11. It was found that this derivative, with three catechol groups

OH

a b

4
O

O Br

4Fig. 10 Structures of two

calixarene derivatives, (a)

calix[4]arene and (b) tetra

(bromoacetoxy)calix[4]arene

OR

OR

OR OR

OR

OR

Fig. 11 Chemical structure of

a catechol derivative. R can

be COOtBu, CH2COOtBu, or

CH2COOH
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linked by three CH2 units, acts as a positive-tone photoresist material. [50] This

derivative is an amorphous compound and can form smooth films. Another deriva-

tive, also with three catechol groups, hexahydroxy cyclotribenzylene, protected

with p-t-butoxy carbonylmethyl groups, works as a positive tone electron beam

resist with a high sensitivity and contrast, and high durability to CF4 plasma

etching. [54] It has a poor resolution, however, allowing a 90-nm space pattern at

10 mC/cm2 under 50-keV electron beam.

Triphenylene Derivatives

Triphenylene is a disc-shaped molecule with a planar structure and threefold rota-

tion. Its main structure consists of a polycyclic aromatic hydrocarbon made up of

four fused benzene rings. Low molecular weight resists based on the triphenylene

molecule have been studied by Robinson et al. [51, 52] and it was shown that these

resists can be used as negative tone electron beam resists, with sensitivity between

1.5 and 6.5 mC/cm2 at 20 keV with monochlorobenzene as developer. These

polysubstituted triphenylene derivatives, shown in Fig. 12, which are liquid crystal-

line, readily form smooth films when spin coated using chloroform as a solvent

without a need for a post application bake, a heating process applied to most resist

after spin coating to remove the casting solvent. One of the derivatives, the molecule

2,3,6,7,10,11-hexapentyloxytriphenylene demonstrated high resolution capability,

allowing 14 nm patterns to be realized in the resist at 30 keV beam energy [52].

The derivative has a very small molecular size (744 AMU) [51]. The derivative

C5/C5, also demonstrated positive tone behavior at doses lower than 250 mC/cm2

and negative tone behaviour at higher doses when pentanol was used as a developer

[55]. Furthermore, the resist has a high etch-durability.

Fullerene (C60) Derivatives

Ever since their discovery by Kroto et al. in 1985 [56] fullerenes have attracted a lot

of attention. Fullerene (C60) is a closed hollow spherical cage comprising of

60 carbon atoms arranged in interlocking hexagons and pentagons, as shown in

Fig. 13 [56]. The application of fullerene as a negative resist was first studied by

Tada and Kanayama [2] who verified that electron beam irradiation on fullerene

C60 films reduced its solubility in organic solvents such as monochlorobenzene,

showing that this material could be used as a negative electron beam resist. Its small

R1

R1 R2

R2

R2 R1

Fig. 12 Chemical structure of

polysubstituted triphenylene

derivatives.

R1 ¼ OCnH2n þ 1, and

R2 ¼ OCnH2n þ 1,where

n ¼ 0, 1, 2, 3. . .
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molecule (<1 nm diameter) enables the resist to have a resolution of at least 20 nm.

The resist has a sensitivity of �10 mC/cm2 and very high dry-etch durability [2].

However, the C60 film is unsuitable for spin coating due to poor solubility in all

solvents, and must be deposited on the substrate by vacuum sublimation, making it

difficult for industrial application. Furthermore, its sensitivity is two orders of

magnitude lower than that of PMMA. Robinson et al. [3, 4, 5] demonstrated that

chemical modification of C60 by adding functional groups to the C60 cage can

significantly enhance the resist properties. Methano derivatives of the C60 (metha-

nofullerenes) were formed by attaching a functional group to the fullerene cage via

a three-carbon ring called a methano bridge as shown in Fig. 14. These derivatives

dissolve readily in chloroform and smooth films of resists can be easily prepared by

spin coating from their solutions. Films of nine different C60 methanofullerene

monoadducts, exhibited negative tone resist behaviour with sensitivities between

8.2 and 0.85 mC/cm2 when irradiated with a 20 keV electron beam, more than an

order of magnitude higher than that of pure C60.

It is believed that the addition of functional groups cause a considerable charge

localization, and consequently bond weakening, making them more susceptible to

electron beam damage, thus increasing their sensitivity. Raman spectra of exposed

and unexposed films implied that, instead of polymerization, the e-beam irradiation

of the fullerene derivatives leads to cage fragmentation and the formation of a

Fig. 13 Chemical structure

of fullerene (C60)

R

R

Fig. 14 A fullerene

derivative, with a functional

group, R attached to the

fullerene cage via a methano

bridge
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disordered network of graphite-like particles which are mechanically resistant to

being washed away by the solvent and highly etch resistant [5]. In the case of

derivatives with two polyether chains, the sensitivity was found to be linearly

dependent upon the derivative mass. In addition, this derivatives has high dry-

etch durability with etch ratios twice those of a standard novolac-based resist.

Features with widths of 20 nm were produced using these compounds.

The study of the derivatives of fullerene was further pursued by Tada et al. [58]

who also showed that the sensitivities of the methanofullerene resists were depen-

dent on the methano bridge in the side chains. A derivative with two diels-alder side

chains has a sensitivity about the same as that of C60, while derivatives with one

methano side chain showed sensitivities in the order of mC/cm2. By synthesizing a

multi-adduct methanofullerene, which had four to six side chains, the sensitivity of

the derivative was further improved to 0.38 mC/cm2 at 20 keV, two orders of

magnitude better than that of C60.

The primary objectives of e-beam lithography are high resolution and high speed

(high sensitivity). Higher-voltage e-beam exposures could be the best solution to

get the resolution and accuracy required in advanced masks due to their finer beam

profile. However, the higher accelerating voltages lead to lower resist sensitivity

because fewer electrons interact in the resist layer, but travel through to the

underlying substrate [38]. Therefore, an enhancement of resist sensitivity is neces-

sary to achieve an economically feasible throughput while maintaining the high

resolution of electron beam lithography.

4 Chemically Amplified Resist

Whilst electron beam lithography is able to achieve resolutions that are simply not

possible using conventional optical lithography, its low throughput rate has always

been a disadvantage. A dramatic increase in resist sensitivity is one way to achieve

an economically feasible throughput. Chemically amplified resists have become

technologically important to increase throughput not only for photolithography but

for other lithography techniques [15]. The concept of chemical amplification of

photoresists to boost their sensitivity was introduced in 1982 and is now well

accepted by the lithographic community [59]. The concept of chemical amplifica-

tion aimed to dramatically increase the sensitivity of a resist and was invented at

IBM Research in 1980 [60]. It is now well accepted by the lithography community.

Chemically amplified resists (CAR) have higher sensitivity, thus increasing wafer

throughput. In chemically amplified resist systems, a catalytic species generated by

irradiation induces a cascade of subsequent chemical reactions, providing a gain

mechanism [59, 60]. The original chemical amplification scheme included cross-

linking through ringopening polymerization of pendant epoxide groups for negative

resist, shown in Fig. 15a, depolymerization for self-developing positive resist, and

deprotection of pendant groups to induce polarity change for dual-tone imaging as

shown in Fig. 15b.
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All three of these reactions are acid-catalyzed [61]. As already mentioned in

Sect. 3.1, self-developing systems require no subsequent development due to the

volatile products, however, they are not widely used since these products cause

contamination to the lithography tools. Therefore some of these systems were later

modified from self-development to thermal development, as in the depolymeriza-

tion of polyphthalaldehyde [61]. Acid-catalyzed reactions form the basis of many

chemically amplified resist systems for microlithography applications today, either

via cross-linking to reduce solubility for negative tone resists or deprotection

reactions (removal of a solubility inhibitor) for positive tone resists applications

[62]. Cross-linked resists generally offer more resistance to subsequent processing

than non-cross-linked resists [15].

CARs generally contain more than one component; for instance, a base polymer,

a photo-acid generator (PAG), and sometimes a separate cross-linker. During

exposure the photoacid generator is decomposed, releasing acid. The acid then

diffuses during a postexposure bake (PEB) and catalyzes cross-linking reactions to

render the resist insoluble for negative resist or deprotection/chain-scission to

render it soluble for positive resist. Many different chemical amplification schemes

have been investigated, and various process conditions have been studied, to

attempt to achieve resists with increased sensitivity, optimized resolution, and

acceptable etch resistance, suitable for nano-scale lithography.

CH2

a

b

CH2

CH2

CH2

CH2

CH2

CH2

CH2

CH2

CH2

CH2

CH

CH2

CH2

CH2

CH
+

CH
+

CH
+

CH2

CH2

CH

CH2

CH2

CH2CH

CH3

CH3
CH3

OH

O O

Epoxy novolac

Lipophilic PBOCST
(nonpolar)

Hydrophilic PHOST
(polar) Regeneration of acid

ring-opening Regeneration of acid

H

C C

O

CH

O O

O

O

O

O

O

O

H

H

H+

+++

+

+

O

O

O O

H
H

H

H

CH2CH
H3C

H2C

CH3

CH3 CH3

CH3

C C HCO2

+ +
+

+

Fig. 15 Chemical amplification schemes, (a) cross-linking through ring-opening polymerization

of pendant epoxy group for negative-resist systems, and (b) deprotection of pendant groups to

induce polarity change
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4.1 Chemically Amplified Electron Beam Resists

The most widely used and studied chemically amplified resist family are the

Shipley Advanced Lithography (SAL) resists produced by Rohm and Haas Elec-

tronics Materials. The negative-tone SAL601 resist for instance, has three compo-

nents; a base polymer, an acid generator, and a crosslinking agent. It has been

shown to have a sensitivity of 4 mC/cm2 and displays high-dry etching resistance

similar to that of a conventional diazoquinone based positive resist [63]. A mini-

mum feature size of 20 nm isolated line was obtained in the resist, but required

stringently controlled PEB conditions, and showed significant line edge roughness

[64]. SAL601-ER7 consists of a novolak polymer contributing to high dry-etching

resistance, a melamine resin as the crosslinker and a bromic triazine compound as

the acid generator [65]. SAL605, the successor of SAL601, has the same basic

chemistry but is about three times more sensitive [66].

Another negative-tone chemically amplified resist is the epoxy novolak SU-8,

which is composed of a Bisphenol A Novolak epoxy oligomer and a triarylsulfo-

nium hexafluroantimonate salt as photoacid generator [36]. Its sensitivity ranges

from 1 to 4 mC/cm2 when irradiated with 20 keV electrons, depending on the PEB

conditions [67]. The resist has been shown to resolve features as small as 30 nm

using 40 keV electrons at minimum line dose of 0.03 nC/cm [36] and 75-nm wide

lines using 50 keV electrons at a dose of�3.6 mC/cm2 [68]. However, the resist has

poor dry etch resistance [36]. A number of chemically amplified DUV resists, have

been shown to work effectively for electron beam lithography [69–71]. UVIII, a

positive tone photoresist from Rohm and Haas has a resolution of 60 nm at a dose of

40 mC/cm2 and beam energy of 50 keV [70], and sub-50 nm at 60 mC/cm2 at

100 keV [71]. UVN-2 and UV-5, also from Rohm and Haas, also have high

resolution capabilities in electron beam lithography. The negative-tone UVN-2 is

a successor of UVN, a negative resist with a sensitivity of 20 mC/cm2 at 50 kV

which has an ultimate resolution of 70 nm isolated lines or 140 nm lines and spaces.

UVN-2 allows 50 nm resolution of single line widths at 30 mC/cm2 nominal dose

[69]. UV-5 shows positive tone behaviour with a sensitivity of 12 mC/cm2 and

50 nm resolution. The resist switches to negative-tone behaviour at higher doses,

and shows negative-tone resolution of 90 nm at a dose of 500 mC/cm2 [69].

Two chemically amplified resists from Clariant are the positive-tone AZPF514

and negative-tone AZPN114. AZPF514 is a sensitive resist, about 25 mC/cm2 but

unable to achieve resolution better than 150 nm [71]. AZPN114 also has a high

sensitivity, about 30% better than SAL601, and a resolution of 30 nm [72].

4.2 Chemically Amplified Fullerene Resists

The sensitivities of several fullerene derivatives have been greatly improved by

chemical amplification via the incorporation of crosslinkers and photoacid genera-

tors [6, 7]. Chemical amplification of the derivative, MF03-01 shown in Fig. 16a
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with triphenylsulfonium triflate as photoacid generator and hexamethoxymethylme-

lamine as crosslinker demonstrates encouraging sensitivities as high as 12 mC/cm2.

This high sensitivity could be due to the high number of addends in MF03-01 which

provides many crosslinking sites. Unfortunately, fine patterning of the film showed

rounding of feature edges, which could be due to acid diffusion [57].

The methanofullerene MF03-04, shown in Fig. 16b, is similar to MF03-01 but

with hydroxyl termination of the addends. Pure MF03-04 has a sensitivity of

550 mC/cm2. Chemical amplification of the derivative MF03-04, demonstrated a

significant sensitivity enhancement when photoinitiator bis[4-di(phenylsulfonio)

phenyl]sulfide bis(hexafluorophoshate) and an epoxy novolac crosslinker were

added. It was shown that increasing the photoinitiator and crosslinker concentration

increased the sensitivity, reaching a maximum of 8 mC/cm2. This CA resist also

showed a high resolution, enabling linewidths of 24 nm to be fabricated in the resist,

albeit with some swelling as shown in Fig. 17. Electron Cyclotron Resonance

Microwave Plasma Etching (ECR) etching of the CA MF03-04 demonstrated a

normalised etch durability of 2.55 that of the silicon substrate, approaching that of

SAL601 under the same etch conditions [57].

The superior sensitivity of the chemically amplified MF03-04 compared to that

of the other derivatives could be due to its addends. Comparing MF03-04 with

MF03-01 which is also a hexaadduct but with methyl terminated suggests that

the OH termination in MF03-04 is also responsible for its crosslinking ability.
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Fig. 16 Chemical structures of the fullerene derivatives (a) MF03-01 and (b) MF03-04

Fig. 17 SEMmicrograph of lines defined in CAMF03-04 (a) at dose 200 pC/cm and (b) 800 pC/cm

viewed at 30�C angle
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MF03-04 with its high number of OH groups can be thought of as analogous to a

polyol molecule commonly seen in epoxy crosslinker chemistry. The high number

of epoxy groups in the crosslinker CL05-03 enabled it to work better in enhancing

the sensitivities of the resists as compared to the other crosslinkers used.

5 Conclusion

The application of fullerene and its derivatives as resists for electron beam lithog-

raphy has been discussed. The small molecular size of the fullerene enables high

resolution patterning to be achieved. Addition of functional groups to the fullerenes

improves the resist performance and increases the sensitivity of the resist. Chemical

amplification of the resists via addition of photoacid generator or crosslinker further

improves their sensitivities, thus making its use practical for an economically

feasible throughput.
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Hydrogenated Amorphous Carbon Films

Suriani Abu Bakar, Azira Abdul Aziz, Putut Marwoto, Samsudi Sakrani,

Roslan Md Nor, and Mohamad Rusop

Abstract Hydrogenated amorphous carbon (a-C:H) thin film is one of the most

studied materials due to its unique features. The a-C:H thin film is a remarkable

material because of its novel optical, mechanical and electrical properties and its

similarities to diamond. In this chapter we reviewed the structural and optical

properties of hydrogenated amorphous carbon (a-C:H) thin films prepared in a

DC-PECVD reactor. Both power and ion bombardment energy were continuously

changed during the deposition, as a results of varying deposition parameters such as
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chamber pressure, electrode distance, CH4 flow rate, and substrate temperature.

The films properties ranged from polymer-like to graphite-like a-C:H films, as

the power and ion energy increased. The structure and the optical properties of

a-C:H films were analyzed by infrared and Raman spectroscopy, UV–Vis Spectro-

photometer and photoluminescence. This is to extract the information on sp3/sp2

and hydrogen contents, optical gap, E0 and photoluminescence properties of a-C:H

films. The films were found to consist of sp2 clusters of which the size increases

with increasing power and ion bombardment energy during the deposition, resulting

in lower hydrogen, sp3 content, optical gap and photoluminescence response. The

increased in hydrogen termination from the films at higher ion energies results in

bigger cluster size and produced graphitic films.

1 Introduction

Thin films are solid materials of either metal, semiconductor or insulator, deposited

onto substrates at film thickness in the range of 10–1,000 nm [1]. Beyond this range

they are referred to as thick films. The term ultra thin film is used for films with

thickness smaller than 100 nm. Its thickness creates characteristics such as physical,

chemical and mechanical properties which is different compared to the original

bulk material and this contribute to a new phenomena. Substrate is any kind of solid

that can support the formation of thin film on it. It is usually a material that does not

interact with the film. A clean and smooth surface of substrate is required in order to

obtain good quality and homogeneous films. Nowadays, we can see thin films

widely used in electronics, optoelectronic devices, optical application and surface

engineering applications [2].

Thin films can be produced by utilizing several methods. Generally, the prepa-

ration of thin films can be classified into two methods; physical and chemical

techniques [3]. Some examples of physical vapor deposition are vacuum evapora-

tion and sputtering. Meanwhile there are a variety of the chemical vapor deposition

processes such as plasma enhanced (assisted) chemical vapor deposition (PECVD,

PACVD), low-pressure chemical vapor deposition (LPCVD) and etc. Thin film

production can be either in the form of single crystal, polycrystalline or amorphous,

this depends on several factors such as temperature, pressure and etc during the

deposition process.

Hydrogenated amorphous carbon (a-C:H) thin films is one of the most studied

material due to its unique features. The a-C:H thin films is remarkable material

because of its novel optical, mechanical and electrical properties and its similarities

to diamond [4–6]. The main properties of diamond material are low optical

absorption in UV, visible and IR regions, high electrical resistivity and thermal

conductivity, extremely hard, low coefficient of friction and etc. [7–9]. The a-C:H

material is not as excellent in optical, mechanical and electrical material as a single
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crystal diamond, but it is adequate for numerous applications such as protective

coating in areas namely optical window, scratch resistant, magnetic storage disk,

biomedical coating and low friction wear resistant coatings for moving part in tools

[6, 10].

The a-C:H thin films, is one of the diamond-like carbon (DLC) form. Aisernberg

and Chabot [11] were the first to produce diamond-like carbon by ion beam

deposition techniques. Angus et al. [12] defined pure DLC composed of carbon

and hydrogen into two categories; hydrogenated amorphous carbon (a-C:H) and

amorphous carbon (a-C). The a-C:H films contains less than 10–60% hydrogen

(incorporations of hydrogen in the film are important to obtain diamond-like

properties). The a-C films contain less than 1% hydrogen.

There are several deposition methods for a-C:H thin films production.

These deposition methods can be categorized into two; physical vapor deposi-

tion (PVD) and plasma enhanced chemical vapor deposition (PECVD). PVD

involves the sputtering of carbon atom from a solid target by energetic gas

species, normally argon (Ar) ions [1]. PECVD method is widely used to deposit

a-C:H films with better quality films as compared to chemical vapor deposition

(CVD) method. PECVD involves a chemical process which takes place in the

vapor phase at the substrate surface. As a result the films were deposited onto

the substrate. The deposition process was conducted in low pressure ambient in

the vapor phase.

In the PECVD method, there are two types of plasma species that contributes

to the film growth; the radicals, (chemically active neutral species) and ions

that diffuse from the plasma and drift toward the substrate surface [10]. The

deposition parameters strongly affect the plasma species and the ionic energies

as well as densities at the substrate [13].The deposition of a-C:H films by

PECVD occur at low substrate temperatures, in contrast to CVD. In the

PECVD method the high substrate temperature is overcome by applying electric

field in the reactant gases to produce a significant number of free radicals, ion

and etc. Due to the relatively low temperature, PECVD is a low-cost process

as well. The power supply used to create the discharge in PECVD include RF

[13–15], microwave (MW) – RF PECVD [16], RF – pulse DC mode PECVD

[17], DC saddle field glow discharge [10, 18], DC – RF PECVD [4–19],

electron cyclotron resonance (ECR) – MW Plasma Chemical Vapor Deposition

(ECR-MPCVD) [20], microwave electron cyclotron resonance (ECR) – RF

discharge PECVD [21, 22] etc.

Other than that, the study of a-C:H is very important since the structure of a-C:H

is hardly understood as it consists of both sp3 and sp2 hybridized carbon. Both s and

p bond in a-C:H is definitely the difficulties faced in the analysis of the structure of

a-C:H. Although, large amount of research has been done on a-C:H and as a-C:H

films are already used in many applications, much about its properties have not been

clearly comprehended. Until now, the Robertson model [6] is the most referred and

successfully model. According to this model, amorphous carbon consists of sp2

clusters, which are embedded in sp3 bonded matrix. Hence it is the sp2 sites that
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forms band edges and controls the optical properties while sp3 sites controlled

mechanical properties.

In this chapter, we review the structural and optical properties of a-C:H

thin films obtained by direct current-plasma enhanced chemical vapor deposition

(DC-PECVD) method. The a-C:H properties, are highly affected by experimental

parameters such as chamber pressure, electrode distance, methane (CH4) flow rate,

substrate temperature and etc. By changing the deposition parameters of a-C:H

films, one can expect to obtain different sp3 and sp2 bond distributions and different
structures in the films because it involves the change in plasma power and ion

bombardment energy. Hence, the change in the properties of these films can be

suited to specific applications.

2 Method of Preparing a-C:H Thin Film

2.1 Direct Current-Plasma Enhanced Chemical
Vapor Deposition System

The PECVD method a is well-known method for the deposition of a-C:H thin film.

Among of them is DC-PECVDmethod other than of radio frequency (RF)-PECVD.

The DC-PECVD system consists of a deposition chamber (plasma reactor), power

supply and gas system.

2.1.1 Plasma Reactor

The plasma reactor is constructed from stainless steel which is cylindrical in shape,

having diameter of 15.24 cm and 20 cm in height. It is equipped with access door for

putting in the sample and taking it out and a view port to observe the process, which is

taking place inside the reactor. There are also channels for gas supply, vacuuming,

electrical feed through (for DC power supply and heater) and linear motion feed

through. Both anode and cathode are constructed from steel plate. Anode having

diameter of 6.8 cm and thickness of 0.5 cm is connected to the DC power supply as

shown in Fig. 1. Cathode which has the same diameter and thickness with anode is

placed on the heater. It is then connected to the direct current and grounded together

with the reactor’s chamber wall. The cathode’s distance to the anode can be changed

in order to produce optimum plasma (1.5–4.0 cm). The cathode also acts as the

substrate holder, where as the a-C:H films that were deposited on a corning glass

substrates was placed on the cathode. This system is also shielded to avoid discharge

from occurring at areas outside both electrode and to confine the plasma so that it stay

in area between the two electrodes.
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2.1.2 Power Supply

Power supplies consist of two types:

1. Power supply for plasma formation

The PECVD system used direct current power supply (DC). It provides 1.5 kV of

voltage to produce maximum power of 1.5 W.

2. Power supply for heater

The heater is capable of heating up the substrate at temperatures between 100

and 250�C.

2.1.3 Gas System

The gas systems consist:

1. The gases used: methane (CH4), argon (Ar), and nitrogen (N2).

2. Mass flow controller (MFC) used to measure and control the mass of gases that

flow into the reactor chamber.

3. Vacuum system consists of vacuum pump (rotary mechanical pump), pressure

gauge (Pirani gauge) and pressure controller. A vacuum of 10�2 Torr was

achieved in the deposition chamber prior to the deposition.

Shield

DC power supplyA1.5 Watt

(-ve)

(+ve)

Anode

Plasma region

Substrate

Cathode

Heater

Pump

Stainless steel
chamber reactor

Ar

CH4

Mass flow
controller

Fig. 1 DC-PECVD reactor schematic
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This PECVD system is also equipped with an exhaust system in which all the

unwanted gases from the reaction in the reactor will be ejected out using a pump via

chimney.

3 Sample Preparation

In order to prepare the sample using DC-PECVD method, substrate was put on the

substrate holder (cathode) within the reactor chamber with adjustable anode dis-

tance using linear motion feed trough. The entire samples were prepared in 5 hours

(h). Before the deposition, substrates were cleaned with argon plasma with the

following steps:

1. Reactor chamber were vacuumed to �2 � 10�2 Torr.

2. Argon gas (3 sccm) was flowed into the reactor chamber.

3. Chamber pressure was maintained at 0.1 Torr using the variable valve.

4. DC power supply was turned on at 1.5 kV until Ar plasma was generated.

5. After 15 min, DC power supply was turned off.

6. The flow of Ar gas was stopped and the reactor chamber was vacuumed again.

After the cleaning process with Ar plasma was completed, the films deposition

process was started. The deposition steps were as follows:

1. Reactor chamber were vacuumed to �2 � 10�2 Torr.

2. Source gas (CH4) with the desired rate was flowed into the reactor chamber (the

operating deposition parameters were explained in the next section).

3. Chamber pressure was maintained at certain pressure.

4. DC power supply was turned on at 1.5 kV until plasma was generated.

5. After 5 h, DC power supply was turned off.

6. The flow of source gas was then stopped and the reactor chamber was vacuumed

again to clean up all the gas residues within the chamber.

7. After the chamber pressure reaches �2 � 10�2 Torr, the vacuumed pump was

turn off.

8. Nitrogen gas was flowed into the reactor chamber until chamber pressure is

equal to atmospheric pressure.

9. Take out the sample for structural and optical characterization.

4 Substrate Preparation

Prior to the growth process, the substrates were ultrasonically cleaned in order to

achieve a good and uniform thin films deposition on the substrate surface.

The following procedure is followed:

1. A 30 min ultrasonic cleaned substrate in trichloroethylene.

2. Before continuing with acetone, methanol, the substrates were ultrasonic rinsed

with deionized water (DI water).
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3. A 30 min ultrasonic cleaned in acetone.

4. A 30 min ultrasonic cleaned in methanol.

5. And blow-dry the substrates using a hair dryer.

6. Put the substrates in a desiccator to avoid any contamination.

5 Deposition Parameters

Deposition parameters play an important role in the production of a-C:H films.

Each parameter gives different effect to the a-C:H properties. Therefore optimiza-

tion is required for excellent quality a-C:H. For a-C:H films which were deposited

by DC-PECVD method the following parameter were experimented: chamber

pressure, electrode distance, CH4 flow rate and substrate temperature. Each set

have five different samples.

The first set was deposited at chamber pressure between 0.1 and 0.8 Torr with all

other parameter remain constant (Set 1) as shown in Table 1. The second set was

deposited at electrode distances from 1.5 to 3.5 cm with all other parameter fixed

(refer to Table 2). The next set was deposited by varying the CH4 flow rate between

1 and 9 sccm (Set 3) as tabulated in Table 3. Finally, Set 4 was deposited by

increasing the substrate temperature between 30 and 230�C while other parameters

were fixed (Table 4). Through this various parameter done a set of optimum

deposition parameters was obtained; consist of optimum chamber pressure, elec-

trode distance, CH4 flow rate and substrate temperature.

Table 2 Deposition parameters for different electrode distance (Set 2)

Sample Electrode distance (cm) Power (W)

A06 1.5 0.3740

A07 2.0 0.3162

A08 2.5 0.2989

A09 3.0 0.1530

A10 3.5 0.1290

With other parameters fixed at: chamber pressure, 0.2 Torr, CH4 flow

rate, 5 sccm, substrate temperature, 30�C and deposition time, 5 h

Table 1 Deposition parameters for different chamber pressure (Set 1)

Sample Chamber pressure (Torr) Power (W)

A01 0.1 0.3976

A02 0.2 0.2989

A03 0.4 0.2340

A04 0.6 0.1968

A05 0.8 0.1634

With other parameters fixed at: electrode distance, 2.5 cm, CH4 flow rate,

5 sccm, substrate temperature, 30�C and deposition time, 5 h

Hydrogenated Amorphous Carbon Films 85



6 Sample Characterizations

6.1 Structural and Optical Analysis

Infrared and Raman spectroscopy, UV–Visible Spectrophotometer and photolumi-

nescence are normally used to investigate the structural and optical properties of

a-C:H thin films.

6.1.1 Infrared Spectroscopy

The infrared spectroscopy characterization of the a-C:H samples was done within

the region from 400 to 4,000 cm�1. The basic principle of infrared spectroscopy

is the vibrations of the atomic molecule. The sub-molecular groups in the complex

molecules structure possess their own natural vibration frequencies, which is

generally in the infrared region. During infrared radiation (with broad range of

the frequencies) on the sub-molecule, the sub-molecular groups in the molecule

absorb the radiation frequencies, which meet their natural frequencies. Accord-

ingly, the specific frequencies or wave numbers at which a molecule absorbs

infrared radiation with the structure of the molecule can be feasibly correlated.

The hydrogen incorporation into a-C:H films is possibly in the form of CH, CH2,

or CH3 groups and the carbon to hydrogen bonding maybe sp3, sp2, or sp
hybridized [10].

Table 4 Deposition parameters for different substrate temperature (Set 4)

Sample Substrate temperature (�C) Power (W)

A16 30 0.3150

A17 80 0.3213

A18 130 0.3328

A19 180 0.3445

A20 230 0.4218

With other parameters fixed at: chamber pressure, 0.2 Torr, electrode dis-

tance, 2.5 cm, CH4 flow rate, 3 sccm and deposition time, 5 h

Table 3 Deposition parameters for different CH4 flow rate (Set 3)

Sample CH4 flow rate (sccm) Power (W)

A11 1 0.3380

A12 3 0.3150

A13 5 0.2989

A14 7 0.2288

A15 9 0.2016

With other parameters fixed at: chamber pressure, 0.2 Torr, electrode

distance, 2.5 cm, substrate temperature, 30�C and deposition time, 5 h
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During infrared measurement, a bare corning glass substrate was used as a

reference to cancel the substrate effects. The resolution of the measurement was

4 cm�1 and 100 scans to ensure a good signal to noise ratio. The final infrared

spectrum should be free of all the environmental contributions (water vapor and

CO2) the background scanned should be done first.

6.1.2 Laser Raman Spectroscopy

Raman spectroscopy is often said to be complementary to infrared spectroscopy

[23]. In Raman measurement, the sample is irradiated by intense laser beam of

frequency, no, (typically argon (Ar+) laser wavelength of 514.5 nm) and the

scattered light is detected. The scattered lights consist of two types; Rayleigh and

Raman scattering. The Rayleigh scattering is an elastic collision between the

incident photon and the molecule; therefore the frequency of the scattered photon

is the same as that of the incident photon. This is the strongest component of the

scattered radiation. Raman scattering is an inelastic collision between the incident

photon and the molecule. The signal is very weak and is �10�5 of the incident

beam which occurs in the range of ultraviolet to infrared region. The Raman

spectrum line depends on the emitted photon frequency, the photon that shifts to

a lower frequency is known as Stokes line. For a higher frequency of emitted photon

this is known as an anti-Stokes line. This is due to less energetic final vibrational

state as compared to the initial state. With the existence of frequency lines, which

represents the vibration by certain material bonding, therefore the presence of

amorphous structure could be known [23].

During Raman spectra measurement, the spectra of a-C:H films were scanned

from 0 to 2,000 cm�1. The spectra were curve-fitted using a program called

GRAMS/32. The disorder (D) and graphite (G) peaks were fitted with Gaussian

lineshapes on a quadratic baseline, and the substrate peak (if present at 1,095 cm�1)

was fitted with a Gaussian lineshape on a linear baseline. Values for the position,

intensity, and full width half maximum (FWHM) of the G and D peaks respectively

were recorded from the curve fitting.

6.1.3 UV/Visible Spectrophotometer

The main purpose of using UV–Vis spectrophotometer is to estimate the a-C:H thin

film optical band gap (E0). The optical band gap was obtained by the linear

extrapolation of the
ffiffiffiffiffiffiffi
ahn

p
versus photon energy, hn graph using the Tauc plot

[10]. The transmittance, reflectance, and absorption measurement were performed

in a working range of 300–3,000 nm. Two radiation sources were used which is

halogen/tungsten lamp for VIS/NIR region (340–2,500 nm) and deuterium lamp for

UV region (190–350 nm). The scanning procedure starts by placing bare corning

glass substrate in the reference holder and performing base line correction. The base
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line operation is to perform background correction over a certain selected wave-

length range. Then placed the sample in the sample holder and the transmission

scanning was obtained over the selected wavelength.

6.1.4 Photoluminescence Spectroscopy

One of the interesting features of a-C:H is its capability to exhibit strong photo-

luminescence (PL) emission at room temperature. PL spectroscopy is a technique

that uses the photo excitation and recombination of electron-hole pairs to determine

the structural and optical properties of the material. The recombination mechanism

of a-C:H is affected by the disorder which cause tail state within the gap and by the

defect state at mid-gap (dangling bond). This would influence the luminescence

intensity. The PL mechanism is an effective tool to extract the information about

the nature and the energy state of disordered a-C:H material.

The PL recombination process consists of two consecutive steps as shown in

Fig. 2. The electron and hole initially lose their energy by number of transitions as

they thermalize into the tail states followed by recombination which can be either

radiative or non-radiative. The recombination which involves an emission of

photon is designated as radiative recombination process and for non-radiative

recombination process it involves emission of phonon which provides other recom-

bination pathway. This does not contribute to the luminescences spectrum [10, 24].

The PL excitations can be achieved using special xenon flash tube, which produces

an intense, short duration pulse of radiation over the spectral range of instrument

(200–800 nm) to create electron-hole pairs. Pre-scan were done on the sample

before an excitation scan.

Ev

Ec

Excitation

Thermalization

Band Tail State

Band Tail State

Non radiative recombination

Photon Emission

Fig. 2 Thermalization, radiatiave and non-radiative recombinations mechanism occurs in a-C:H

structure [10]
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6.2 Measurement of Film Thicknesses

Generally, there are several ways of measuring film thicknesses one of them is

ellipsometry technique.

6.2.1 Ellipsometer

The basic principle of ellipsometry technique is by radiating the surface of the

sample with monochromatic light (with known wavelength and polarity). Then,

the polarity of the reflected light was analyzed. Multiple incident angle f was used.

Helium-neon laser with wavelength of 632 nm was used as light source. The

equipment calibration was done based on standard silicon material by adjusting

the analyzer meter and the pole on the ellipsometer equipment. Parameters obtained

from the ellipsometer measurement were A1’ and A2’. Both were reading from the

first and second analyzer respectively. Other than that, P1 and P2 were the reading

from the first and second polarizer respectively. All the data were then entered into

the BBC Ellips software in order to determine the thickness of the thin films.

7 Structural and Optical Properties of a-C:H Films

The results and discussions on the structural and optical properties of a-C:H are

usually based on analysis from infrared and Raman spectroscopy, UV–Vis Spec-

trophotometer and photoluminescence.

7.1 Infrared Spectra

The structural characterization of a-C:H films is complicated due to their amor-

phous nature. The typical infrared spectra of a-C:H is a wide absorption band

centered at about 2,900 cm�1. Most of the researchers pay great attention to the

C–H stretching band which is observed in the range of 2,800–3,200 cm�1. In this

region the complicated absorption bands originated from C–H vibrations with

carbon atoms in various hybrid electronic states, such as sp1, sp2, sp3, cyclic and

aromatic states of carbon. The sp1 hybrid is an unusual state in most types of a-C:H

films [10]. The interpretation of the absorption peaks are tabulated in Table 5.

The example of infrared spectrum for a-C:H sample prepared by DC-PECVD

method at plasma power, w from 0.2989 to 0.4218 W is illustrated in Fig. 3. The

strongest and clearest absorption peaks were detected at 2,958, 2,932, 2,872 cm�1

which correspond to sp3 CH3 (asymmetric), sp3 CH2 (asymmetric) or sp3 CH, and
sp3 CH3 (symmetric) stretches respectively. From the spectrum, it can be concluded
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that higher plasma power causes an increase in ion energy, E, which easily breaks

C–H bond. This led to the reduction of hydrogen content in the films, increased the

sp2 graphitic behaviour as detected at samples A20 and A01 [21, 27, 28]. As a result

of higher plasma power consumption during deposition the films move from

polymer to graphite like structure.

Table 5 C–H stretch absorption bands for a-C:H

Wave number Configuration Olefinic or

aromatic

Symmetric (S) or

antisymmetric (A)

3,300–3,305 sp1CH
3,085 sp2 CH2 Olefenic A

3,035–3,060 sp2 CH Aromatic

3,020–3,025 sp2 CH2 Olefenic

2,990–3,000 sp2 CH Olefenic S

2,960–2,970 Sp3 CH3 A

2,975 sp2 CH2 Olefenic S

2,955–2,962 sp3 CH3 A

2,920–2,925 sp3 CH2 A

2,920–2,925 sp3 CH
2,868–2,885 sp3 CH3 S

2,850–2,855 sp3 CH2 S

From Manage [10], Mutsukura et al. [13], Couderc et al. [25], Thomsen and

Reich [26] and etc.

sp3 CH3
(asymme-  

sp3 CH3
(symmetric)

sp3 CH2 (asymmetric)
or sp3 CH

3100.0 3080 3040

A12

%T A02

A11

A06

A01

A20

3000

2957.87 2932.34

2872.34

2872.34

2872.34

2874.04

2930.632958.29

2957.87

2958.9

2933.19

2933.19

2960

cm–1

2920 2880 2840 2800.0

Fig. 3 Typical infrared absorption peak of C–H stretching vibrations of a-C:H thin films deposited

at power; 0.2989–0.4218 W by DC-PECVD method
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7.2 Raman Spectra

The Raman spectra of a-C:H films were dominated by the graphitic carbon features,

the graphite (G) and disorder graphite (D) peaks at �1,580 cm�1 and �1,350 cm�1

respectively. Table 6 presents the interpretation of typical Raman features of

a-C:H films according to Schwan et al. [29] Tamor and Vassell [30]. The G

mode is a bond-stretching vibration of sp2 sites that is arranged in olefinic chains

or aromatic rings. The D mode is the vibrations of a six-membered aromatic ring,

which is disorder active. It is only activated when sp2 sites are in aromatic rings

[29, 30].

For an entirely sp3 bonded a-C material and pure crystalline graphite there is no

D peak detected in Raman spectrum. In between these properties there is a ratio of

G & D intensity peak (ID/ IG) [31], that is dependent on the size of graphitic clusters

[32]. The ID/IG ratio can be correlated with qualitative information of sp3/sp2 ratio
in the films. The increase of the ID/IG ratio indicates a higher disorder of a-C:H

films and the decrease of the ratio of sp3 content to sp2-bonded carbon configuration
[26, 33].

According to Ferrari and Robertson [34] the Raman spectrum of a film depends

on four factors:

1. The clustering of the sp2 phase
2. The extent of bond disorder

3. The presence of sp2 rings or chains
4. The sp2/sp3 ratio

The positions, widths, and relative intensities of the D and G peaks are found to

vary systematically with deposition parameters. The example of Raman spectrum

of a-C:H films deposited by DC-PECVD method at power, w between 0.2989 and

0.4218 W is shown in Fig. 4. The details of the spectral were tabulated in Table 7.

From the spectrum, it can be seen that plasma power affected the G and D peaks

position, width, ID/IG ratio and curve background slope. The higher the power, the

greater the G and D peaks shifted and ID/IG ratio increases as well. The higher

power also causes the G peak to become narrower and background slope to reduce.

This suggested that the films deposited at high power have high sp2 content and

larger cluster size compared with films deposited at low power.

Table 6 Positions and interpretation of Raman peaks [29, 30]

Peak Wave number

(cm�1)

Interpretation

D �1,350 Microcrystalline mode of graphite

sp2 stretch vibration in aromatic ring which is activated by disorder

G �1,580 Center vibration mode of graphite

sp2 stretch vibration of olefinic chains

sp2 stretch vibration in aromatic or condensed aromatic rings
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7.3 Optical Band Gap

The optical properties of a-C:H thin films have been extensively studied by

many researchers with various forms of deposition technique. Table 8 show the

correlation of film properties and deposition parameter on optical band gap, Eo. The

Eo value can be tuned by adjusting the deposition parameter, as for higher Eo value

the trend of deposition parameter such as substrate temperature, chamber pressure

and etc. must be reduced to an optimum value. The reverse result; low Eo can be

obtained by reversing deposition parameter to an increase value.

In order to determine the optical transition in a-C:H thin films, graphs of (ahu)2,
(ahu)2/3, (ahu)1/2, (ahu)1/3 have been plotted versus photon energy, hu. Graphs of
(ahu)2 and (ahu)2/3 versus photon energy determines the allowable and forbidden

direct transition, respectively. Meanwhile, graphs of (ahu)1/2 and (ahu)1/3 versus

photon energy shows the allowable and forbidden indirect transition. Optical band

gap, E0 can be gained by extrapolating the linear section of the curves until it

crosses the x-axis (photon energy). The value at the intersection point on the x-axis

is the optical band gap, E0. Figure 5 shows the example of allowable indirect

Fig. 4 Raman spectrum of a-C:H thin films deposited at various DC powers 0.2989–0.4218 W

Table 7 The position and width of G and D peaks, the slope value and ID/IG ratio of a-C:H in the

1,300–1,600 cm�1 range

Samples D.C

power, w
G-peak

(cm�1)

G-width Slope D-peak

(cm�1)

D-width ID/IG
Ratio

A20 0.4218 1,598 92.53 1.45 1,361 343.90 0.88

A01 0.3976 1,588 111.21 1.73 1,356 386.25 0.76

A06 0.3740 1,576 128.43 2.56 1,340 425.10 0.66

A11 0.3380 1,540 157.73 3.12 1,335 448.04 0.42

A12 0.3150 0 0 6.73 0 0 0

A02 0.2989 0 0 6.84 0 0 0
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transition, (ahu)1/2 as a function of photon energy, hu graph. The values of optical
band gap of a-C:H thin films from DC-PECVD method for all type of optical

transition are listed in Table 9. Generally, the table shows that the optical band gap

values decreased with the increase of power from 0.2989 to 0.4218W. It can be said

that the decreased in sp3 CH3 bonding occurred in a-C:H films upon the increase of

power during the deposition, led the decreased in the optical band gap. It was found

that the E0 value decreases when the sp2 fraction in the films increased with

increasing power and this was vice-versa for lower power value. This is also
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Fig. 5 Graph of (ahu)1/2 vs photon energy, hu of a-C:H thin films at various DC powers

0.2989–0.4218 W

Table 8 The correlation of film properties and deposition parameter on optical band gap, E

Film-property Deposition

parameter

Eos

value

Reasons Deposition

technique

H content increase

(polymer like

a-C:H, soft film,

in some study

show low

refractive index,

n, value)

Power, w, substrate
temperature,

negative bias

voltage, chamber

pressure, – were

all reduced

Increase Increases in sp3

content/

reduction of

sp2 content

DC saddle field

glow discharge

[10, 18]

RF-PECVD

[35–37]

DC-PECVD [38]

ECR-RF

PECVD [39]

sp2 content increase
(graphite like

structure, higher

hardness, and

n value)

Power, w, substrate
temperature,

negative bias

voltage, chamber

pressure, – were

all increased

Decrease Increment in

graphitic

cluster size

and chain

length

DC saddle field

glow discharge

[10, 18]

ECR-microwave

CVD [20] RF-

PECVD [35–37]

DC-PECVD [38]
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consistent with Robertson model [6]. According to this model, amorphous carbon

consists of sp2 clusters which were embedded in the sp3 bonded matrix. Since sp2

clusters form band edges, therefore they control the band gap. Bigger sp2 clusters
have lower E0, while smaller sp2 clusters have larger E0 value.

7.4 Photoluminescence

A very broad photoluminescence (PL) spectra which cover entire visible range,

centered at 2.1–2.3 eV have been reported by numerous study for a-C:H films.

According to Rusli et al. [40], the PL intensity spectra could be associated as the

number of dangling bonds in the films. The decreased in the PL intensity indicates

high dangling bond concentration as less hydrogen attached to carbon atoms to

terminate the bonds. For the relation between PL peak energy and optical gap shows

that as optical gap decreases, the red shift of PL peaks occurs, however there was no

clear relationship between them observed [41]. The photoluminescence (PL) data

which was obtained from the a-C:H sample prepared at different power, w from

0.2989 to 0.4218 W using DC-PECVD is shown in Fig. 6. Here one can find that

there were significant changes in the PL intensity and a slight peak shifting between

them. As the structure in a-C:H films moves from a polymer-like (low power)

to a graphite-like structure (high power), the PL intensity decreases. This was

accompanied by a red shift of the PL peak energy, as the peak shifted from 1.93

to 1.42 eV. From the analysis, sample A02 showed highest PL peak energy value at

1.93 eV, containing smaller sp2 cluster size compared with other samples.

The films which exhibit strong photoluminescence were the soft a-C:H films

which have higher hydrogen concentration and greater optical band gaps. The red

shift can also be explained by the increased in cluster size with the increasing

power hence ion energy during deposition [10, 14, 40]. As the ion energy

increases, the sp2 cluster size in a-C:H increases, resulting in smaller optical

band gaps, and finally, shift the photoluminescence peak energy towards lower

energy.

Table 9 Values of optical band gap of a-C:H thin film at the respective DC power

Sample DC

power

(W)

Optical band gap, E0 (eV)

Allowable direct

transition

Forbidden direct

transition

Allowable indirect

transition

Forbidden indirect

transition

A02 0.2989 3.51 2.41 2.22 1.45

A12 0.3150 3.37 2.22 2.11 1.19

A11 0.3380 2.83 1.98 1.58 0.88

A06 0.3740 2.65 1.29 1.05 0.03

A01 0.3976 2.20 1.48 0.88 0.31

A20 0.4218 2.05 1.11 0.75 0.00
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8 Ions Bombardment Calculation

Ions play a crucial role in the growth mechanism of a-C:H thin film. Ions can create

dangling bond sites on the film surface which are more likely causes the radicals to

bond on the film surface through the dangling bond sites [10]. Therefore, the

adsorption rate of the radicals on the surface is strongly dependent on the dangling

bond generation rate [10, 13]. The generation of dangling bond depends on the

energy and the flux of ions reaching the substrate. The major ionic species in the

CH4 plasma are the CH3
+ ions [10]. The energy of CH3

+ ions reaching the substrate

increases with increasing power, w. The number of radicals which participate in the

growth increases as well, with increasing power.

Hence the calculation of the ion bombardment was done as follow:

The ion bombardment, E is described as [6]:

E � V
lmfp
L

� �
(1)

where l mfp is the mean free path (mfp) of the particles within the ion sheath,

l ¼ kTffiffiffi
2

p
ps

(2)

and k is the Boltzmann constant (1.38066 � 10�23 J K�1). T is the plasma temper-

ature in Kelvin (K). We assume that plasma temperature is somewhat above

ambient since the electron and ion temperature is very high �23,200 K and

500 K, respectively, while the neutral temperature is low �293 K so the estimated

Fig. 6 The photoluminescence spectrum for a-C:H films deposited at various DC powers 0.2989–

0.4218 W
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value of plasma temperature is�400 K. The plasma temperature will be higher than

that if the substrate temperature is higher, �500 K [42]. p is the pressure in Pascal

and s is the collision cross-section of CH3
+ ions (�100 Å2). We assume that the

cross-section of CH3
+ ions with the CH4 molecules should be higher than CH4

molecules with CH4 molecules (since the cross-section of CH4 is�46 Å2). Where L
is the thickness of the ion sheath within DC glow discharge given by May [43] from

the modified version of Morgan’s equation [44]

Lmax ¼ 2:12� 10�5 1=2e= 3:5� 1019pmis
� �� �1=5

Vmaxð Þ3=5 (3)

and p is the pressure, mi is the mass of the major ionic species, s and Vmax are the

collision cross-section of CH3
+ and sheath potential. Here we assume that the

voltage, V which is being measured is equal to sheath potential with plasma

potential, Vp neglected since it is usually only around 10–30 V in the DC glow

discharge [42]. For p ¼ 0.1–0.2 Torr, V ¼ 490–570 V we find that, l ¼
0.148–0.294 mm and L ¼ 4.45–5.54 mm. Figure 7 shows an example plot of the

sheath thickness against pressure and the line shows the value of sheath thickness at

p ¼ 200 mTorr for the sample A20. The sheath thicknesses which were obtained

are consistent with visual observations during the experiment, which is about a

couple of millimeter.

Figure 8 shows a plot of ion bombardment energy, E against power, w. Gener-
ally, it can be seen that E increases from 16.26 to 29.67 eV with increasing power,

w from 0.2989 to 0.4218 W. It was found that sample A01 showed the highest E
value which was 29.67 eV and sample A02 showed the lowest E value which was

16.26 eV. Rather than ion bombardment energy which contributes to the removal of

hydrogen from the surface, the hot substrate (230�C) is also capable of removing

the hydrogen by thermal evaporation. Since the hydrogen is low mass and the C–H

bonding energy, EB is low �4 eV, compared to –C–C– (15.6 eV) the hydrogen will

be preferentially evaporated [45].
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Fig. 7 A plot of the sheath thickness against pressure and the dashed line shows the value of sheath

thickness at p ¼ 200 mTorr for sample A20
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The ion bombardment can causes the hydrogen to sputter from the surface

[10, 36]. High energy ions can penetrate deeper into the growing film, compared

to the low energy during the deposition. More hydrogen atoms were removed

both from the surface and the subsurface atomics layers of the growing film. As a

result, the H/C ratio in the film decreases with increasing ion energy. More sp2

bonds and bigger clusters were formed as the ions energy increases. As for low

energy ion, the removal of hydrogen from the growing films and creation of sp2

sites were not efficient. The resulting films were soft a-C:H films with a high

hydrogen concentration, a high sp3 fraction (a large number of the sp3 carbons

were in the form of the sp3 CH3 configuration), and a low sp2 fraction with small

cluster. Due to the small cluster size, the soft a-C:H films have larger optical band

gaps, as E decreased.

9 Conclusion

In this chapter the synthesis of a-C:H films using the DC-PECVD method was

discussed in detailed. Experimental results on the effect of deposition parameters

such as chamber pressure, electrode distance, CH4 flow rate, and substrate temper-

ature on the a-C:H structural and optical properties were presented and discussed.

Structural and optical properties of a-C:H thin films based on infrared and Raman

spectroscopy, UV–Vis spectrophotometry and photoluminescence spectroscopy

analyses were presented. The sp3/sp2 and hydrogen contents, optical gap, E0 and

photoluminescence properties of a-C:H films were strongly dependent on the

plasma power and ion bombardment energy which resulted from varying the

deposition parameters. The most interesting feature of a-C:H is its various proper-

ties (either diamond or graphite-like structure) which can be done by manipulating

the deposition parameter. Hence, each property can be customized for specific

applications.
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Carbon Nanotubes Towards Polymer Solar Cell

Ishwor Khatri and Tetsuo Soga

Abstract The semiconducting polymer thin film has gained substantial interest in

the research community because of the possibility to produce polymer based photo-

voltaic devices by roll to roll type manufacture, which is impossible by conventional

technologies. Hole transferring semiconducting polymer and electron accepting

fullerene (C60) derivative are of special interest because of their stability and high

power conversion efficiencies. With the discovery of new carbon “carbon nanotubes”

(CNTs), researchers have started blending them with polymer for improving the solar

cell efficiency. CNT-incorporated solar cell shows better power conversion efficiency

than pristine solar cell without CNTs. This is because of the wonderful properties of

CNTs. CNTs have outstanding properties like ballistic conductive, high aspect ratio,

high surface area, flexible, strong, rigid, environmental stable, capability of charge

dissociation, transportation and so on, which are believed to be an ideal material for

fabricating high performance solar cell. In this chapter, some of the works done on

polymer–CNTs based solar cells are summarized. A variety of device architecture

and band diagram proposed by different authors have been included and described.

1 Introduction

A solar cell converts sunlight into electricity directly through the photovoltaic (PV)

effect. In semiconducting material electrons live in range of define energy

level called band. The conduction band is partially filled with electrons, creating

negative charge. The valance band has areas where electrons are missing-known as

hole (positive charge). In the absence of light, the positive and negative charges

balance each other in the case of intrinsic semiconductors. When light energy
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strikes on semiconductor pn junction, the electrons are dislodged causing electrons to

move down an external circuit in the form of light-generating electricity. This

phenomenon is called PV effect. Detail theoretical description is given in [1]. If

light with photon energy is greater than optical band gap, free electrons and free

holes are formed by optical excitation in the semiconductor. Different materials used

for solar cells are: Silicon (Si), Copper indium gallium selenide [Cu(In,Ga)Se2],

Cadmium Sulfide (CdS), Cadmium Telluride (CdTe), Titanium dioxide (TiO2) etc.

Silicon and compound semiconductor-based devices are dominating solar technology.

However, the cost of these solar cells is much high to reach for daily life. So, low

cost and high efficiency solar cells are yet to be realized for their commercialization.

In the search for alternative material, carbon is highly attractive because it is

expected to have similar properties to silicon and it is highly stable. Carbon is a

remarkable element that exist in a variety of forms ranging from insulator/semicon-

ducting diamond (or diamond-like amorphous film [2]) to metallic/semi-metallic

graphite (or graphene [3]), conducting/semiconducting fullerenes (e.g. C60 [4]) and

carbon nanotubes (CNTs) [5].

On the other hand, the organic polymer-based materials are promising too

because of their high manufacture using roll to roll or spray deposition. Attractive

additional features are the possibilities to fabricate flexible devices, which can be

integrated into curved surfaces, existing building structure. Furthermore, the poly-

mer–CNTs composite materials have potential macroscopic device application,

such as light-emitting diodes (LED), field-effect transitions (FET) and PV devices

[6–9]. This is because organic materials having delocalized pi(p) electron system

can absorb sunlight, create photogenerated charge carriers and transport these

charge carriers towards the electrodes. Here, we discuss on the PV devices developed

from combination of conjugated polymer and CNTs.

1.1 Device Fabrication

The general device design for organic-CNTs solar cell is sandwich structure (Fig. 1)

consisting transparent conducting electrodes, (TCE) basically indium tin oxide

(ITO) (marked with ‘a’ in Fig. 1), or fluorine tin oxide (FTO) coated on glass

(or polyethylene terephthalate (PET) substrate, poly (3,4-ethylenedioxythiophene)

poly(styrenesulfonate) (PEDOT:PSS) (marked with ‘b’ in Fig. 1), active layer

(CNTs–polymer) (marked with ‘c’ in Fig. 1) and a thermally evaporated metal

electrode on the top of the composite layer typically aluminium ‘Al’ ( marked with

AI

Active layer

PEDOT

ITO-coated glassa
b

c
d

Fig. 1 Common device

structure for organic-CNTs

solar cell
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‘d’ in Fig. 1). Somewhere, ‘Al’ is also used with an ultrathin lithium fluoride (LiF)

underlayer. Layer of PEDOT:PSS and LiF are generally called buffer layer. Ultra-

sonication method is used to disperse CNTs in the conjugated polymer, followed by

centrifugation to remove large aggregates. The composite solution is then deposited

on the transparent electrode either by drop casting or spin coating.

Advantages of Buffer Layers

1. They minimize the band bending that arise from the Schottky barrier between

the semiconducting active layer and the metallic electrodes

2. Photoelectron spectroscopy studies show that the work function of metal can be

reduced by evaporating of LiF layer [10]

3. PEDOT:PSS improves the surface quality of the electrodes as well as facilitates

the hole injection/extraction [11]

2 Organic Semiconducting Materials and Carbon

Nanotubes (CNTs)

Organic semiconducting materials exist either in small size of small molecules with

molecular weight of less than a few thousand atomic mass units (amu), or polymer

with molecular with greater than 10,000 (amu). Dendrimes are another recent class

of materials that have molecular weight range between small molecules and poly-

mers. Dendrimes are also studied for photovoltaic devices. Semiconducting donor

like organic polymer such as poly(3-hexylthiophene) (P3HT), poly[2-methoxy-5-

(20-ethyl-hexyloxy)-1,4-phenylene vinylene] (MEH-PPV), poly(3-octylthiophene)

(P3OT) are derivative of phenylene vinylene, thiophene chain. They can be doped

chemically, photochemically or electrochemically methods. Likewise, C60 or CNTs

are electron acceptor [12]. The photoinduced charge transfer between P3OT and

single wall carbon nanotubes (SWCNTs) is shown in Fig. 2.

2.1 Merits of Organic Semiconductor Materials

1. They show high absorption coefficients exceeding 105 cm�1 [13]

2. Electronic band gap can be engineered by chemical synthesis [14]

Exciton

SWCNTs

P3OT
Fig. 2 Dissociation process

of photogenerated exciton on

polymer-SWCNTs blend.

Electron is transferred to

SWCNTs
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3. Block polymer composition can be designed in such a way that one block of

polymer can interacts with third compounds (like quantum dots, quantum wires)

while the other block(s) will provide the solubility [15]

4. Charge carrier mobilities of organic polymers (about 10 cm2/V s) are competitive

to amorphous silicon [16]

2.2 Demerits of Organic Semiconducting Materials

1. Band gap of the organic materials is large. Majority of semiconducting polymer

have band gap higher than 2 eV (620 nm). So, only a small portion of the

incident solar light is absorbed, which limits the possible harvesting of solar

photons [17].

2. In organic materials photoexcitation produces coulombically bound electron–

hole pairs, called excitons. It is estimated that only 10% of the photoexcitations

lead to free charge carriers in conjugated polymer [18].

3. Exciton diffusion length is very small about 10 nm.

4. Carrier mobilities of organic materials are low compare to single crystal Si.

3 Carbon Nanotubes (CNTs)

CNTs are promising materials that act as exciton dissociating centers and ballisti-

cally conductive agent with high carrier mobility. In addition they are strong, rigid,

chemically inert and environmentally resistant. CNTs are the cylindrical roll up

graphene sheet whose length is in the micro scale and diameter in nano scale. Thus,

it signifies large aspect ratios (>103). CNTs are classified by the number of rolled

up graphene sheets. A single walled carbon nanotubes (SWCNTs) have only one

rolled up graphene sheet in cylindrical structure. Nanotubes with many rolled up

graphene layers are called multi walled carbon nanotubes (MWCNTs). There is

also a special class of MWCNTs called double walled carbon nanotubes

(DWCNTs) which have two graphene layers rolled up with concentric center,

that have different properties to SWCNTs and MWCNTs.

Van Hove Singularities exist in the local density of states (DOS) of SWCNTs

due to their 1D nature of the conduction electron states. Band gap of SWCNTs is

inversely proportional to the tube diameter. By combining CNTs of different

diameters and chiralities, correspondingly, different band gaps, it is possible to

obtain a continuous response over a spectral range [19]. A characteristic compari-

son of CNTs and single-crystal silicon is shown in Table 1 [20].

In 1999, a thin film of functionalized MWCNTs (f-MWCNTs) was used to make

PV device using poly(p-phenylene vinylene) (PPV)[21]. Under illumination, the

device (Al/PPV-fMWCNTs/ITO) produced an open circuit voltage (Voc), short

circuit current (Isc), fill factor (FF) and efficiency (ŋ) were 0.9 V, 0.56 mA/cm2,
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0.23 and 0.081% respectively. The external quantum efficiency (EQE) of the device

was twice than that of the ITO/PPV/Al devices. From observed EQE, it was

estimated that holes are accepted by f-MWCNTs at the PPV-fMWCNTs interface.

Later in 2002, it was also reported that SWCNTs transfer electron in the active layer

of P3OT-SWCNTs composite [12]. In this device, arc generated SWCNTs were

mixed with P3OT polymer. Diodes (Al/polymer-SWCNTs/ITO) show increase in

the short circuit current by two order of magnitude compare to pristine polymer

diode (Al/P3OT/ITO). It was proposed that the main reason for this increment is the

photoinduced electron transfer at polymer/nanotube interface.

After these major breakthrough, most of the devices that are reported either claim

in the increase of efficiency by incorporation of MWCNTs (enhancing hole con-

ductivity) or SWCNTs (enhancing electron conductivity). In some literatures, thin

films of SWCNTs have been used for hole conductivity, which are reported below.

3.1 Charge Separation

In organic materials, photon absorption generates bound electron–hole pairs, so-

called “excitons”. These excitons have to dissociate into free charges in order to get

photovoltaic response. Materials of higher electron affinity (like C60, PCBM,

CNTs) can dissociate excitons. This allows the preferential transfer of the electrons

into electron acceptor molecule (like C60, PCBM, SWCNTs) while leaving holes to

be transported through the polymer. This process of charge separation is known as

photoinduced charge transfer.

Figure 3 shows schematic energy-band diagram of a simple device consisting of

a single organic layer between two electrodes of different work functions, i.e. Au

and ITO. The difference in the work function of these electrodes generates electric

field which is sufficient to break up the photogenerated exciton. Since, exciton

diffusion length is short, (about 1–10 nm) in single layer and the mobility is low,

there are a lot of chances of recombination or break up to supply separate charges.

Thus, quantum efficiency (QE) of this type of solar cell is less than 1%.

But in heterojunction (suppose P3HT-C60), electrostatic forces result from the

differences in electron affinity and ionization potential. If both electron affinity and

ionization potential are greater in one material (the electron acceptor, say C60) than

the other (the electron donor, say P3HT) then the interfacial electric field drives

Table 1 Characteristics comparison of CNTs and single-crystal

silicon (Source [20])

Properties CNT Silicon

Density (g/cm3) 0.8–1.2 2.33

Band gap (eV at 300 K) 0.3–2.0 1.12

Resistivity (Ocm at 300 K) 0.1 �1.0

Electron mobility (cm2/Vs at 300 K) 108 <1,400

Hole mobility (cm2/Vs at 300 K) 103 <500
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charge separation [22]. The local electric field is strong and may break up photo-

generated excitons.

However, the better understanding of the charge separation in polymer–CNTs

interface is still in progress. The large band gap of organic materials to small band

gap semiconducting CNTs may generate ‘build in voltage’. CNTs can be metallic

or semiconductor depending in their chirality. The high electric field (or build in

voltage) in these junctions can split up the excitons. The different band diagrams

proposed in different literatures considering SWCNTs as metallic, semiconductor

are discussed below.

3.2 Improvement of Polymer Solar Cell by CNTs Incorporation

The advantages of CNT incorporation in polymer solar cell are summarized as

follows:

1. In SWCNTs-epoxy composites, the electrical conductivity has been claimed to

rise by nearly 105 S/cm between 0.1 and 0.2% weight loading of SWCNTs [23].

Hence, CNTs improve low carrier mobilities of organic material.

2. CNTs provide high surface area (�1,600 m2/g), which offers a tremendous

opportunity for exciton dissociation [24].

3. Since SWCNTs have diameters in nanoscale and lengths on the order of

microns, so at low doping of SWCNTs, percoration pathway are established

providing the means for a high carrier mobility and efficient charge transfer.

However, such pathways are not established in polymer solar cell. Recently,

there are some reports of fabrication of polymer nanofibers for creating pathway

in enhance hole mobility of polymer [25]. Thus, CNTs provide large interfacial

area for low exciton diffusion length of polymer.

Photon

Au 5.1 eV Excition electron

ITO 4.7 eV

hole

Fig. 3 Schematic energy-band diagram of a simple device consisting of single organic layer

between two metal contacts. An electric field results from the difference in work functions of the

contacts. Absorbed photons generate excitons which diffuse towards one or other contact (here it is

diffusing towards ITO contact) where they may dissociate to yield charge pairs. Only the layer of

organic material, which lies within an exciton diffusion length of a contact can contribute to the

photocurrent

106 I. Khatri and T. Soga



4. CNTs have low energy gap compared to large energy gap of organic polymer.

The lower band gap of CNTs and higher band gap of polymer materials may

generate a large build in voltage. Charges may separate at this built in field.

5. CNTs make percolation pathway for charge transformation. However, in

polymer–C60 composition, electrons transfer by hopping.

Other beneficial properties of SWCNTs relevant to polymeric photovoltaic

development include composite reinforcement and thermal management. Tensile

strengths of SWCNTs have been estimated to equal �20 GPa, while the Young’s

modulus measured by atomic force microscopy is �1 TPa. This high Young’s

modulus and strength to weight ratio could provide much needed mechanical

stability to large area thin film arrays [26 and therein].

4 CNT Incorporated Polymer Solar Cell

There are two ways to incorporated CNTs with polymer (1) layer assembly of CNTs

at desired locations and (2) blending CNTs with the organic species.

4.1 Layer Assembly at Desire Location

Layer assembly is a way of using CNTs films at different layers of device.

Chaudhary et al. [27] studied the effect of thin layer of SWCNTs by placing it at

different layers in the device. They noted that SWCNTs on the hole collecting side

of the active layer leads to an increase in the power conversion efficiency (PCE) of

the PV devices from 4 to 4.9%. The success of the device performance depends on

appropriate purification processes [28–31], chemical functionalization [31–35],

individualization [36, 37], length shortening [37] and crystallinity [38, 39]. CNTs

films are generally produced after functionalization. This is because f-CNTs get

dissolved in polar and non polar solvent. Here, we describe one of the simple and

popular methods of functionalization.

4.1.1 Functionalization of CNTs

Non-functionalized CNTs are insolubility. A number of methods have been

reported to functionalize CNTs [30–34]. Edge sites of CNTs are much more

reactive than the atoms in the interior of the graphene cylinder and chemisorbed

foreign elements. Surface oxides are produced by liquid oxidants e.g. aqueous

solutions of H2O2, NaOCl, (NH4)2S2O8, AgNO3, H2PtCl6 etc. The surface oxides

decompose to CO2 or CO on heating. After cooling to room temperature, they may

again react with oxygen (air) or water vapor. It is shown that SWCNTs whose

lengths have been reduced by sonication (in range of 100–300 nm) can be soluble in
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common organic solvents by covalent functionalization [36]. Functionalization

of CNTs starts from simple ultrasonication [40, 41] to complex chemical treat-

ment. Titration, infrared spectroscopy (IR), X-ray photoelectron spectroscopy,

thermal desorption spectroscopy, electrokinetic measurement are the most fre-

quently used methods for the characterization of surface oxides [42]. Oxidation

with HNO3 is considered as mild oxidation method and often used because its

oxidizing properties can be controlled by concentration and temperature. It is

suggested that HNO3 introduces carboxylic acid groups (COOH) only at those

initial defects that already exist (like edges of CNTs). In contrast, sonication of

CNTs in mixture of H2SO4 and HNO3 increases the incidence of carboxylic acid

groups not only at initial defect sites but also created new defect sites along

the walls of CNTs. The oxidation processes begin at initial defects at first and

followed throughout the CNTs length. Strong oxidation like cutting of CNTs [36]

(begins from newly developed defect sites in CNTs) can be divided into two

steps: (1) the defect generating step and (2) the defect consuming step. During

defect generating step, the oxidants attack the graphene structure by electrophilic

reactions and generate active sites like OH, C=O. During defect consuming step,

the graphene structure of the tube was destroyed [31]. For chemistry of CNTs see

reference [43]. Once oxidized, the nanotubes spontaneously dispersed in water

and remain stable for many months with only a very small amount of aggregation

materials precipitation over time. Precipitation could be accelerated by ionic

additions, particularly acidic ones. The oxidation of nanotubes induces a nega-

tively charged surface, particularly through the ionization of acidic surface

groups [44, 45]. The resulting electrostatic repulsion leads to a dramatic increase

in the stability of the colloidal dispersion. Figure 4 shows the FTIR measure-

ments of acid treated CNTs samples at 120�C in H2SO4/HNO3 (3:1). FTIR is a

useful tool to characterize f-CNTs [46]. Theoretical investigation reveals that

monocrystalling graphite belongs to the D6h
4 space-group symmetry. Thus, an

out-of-plane A2u mode at around 868 cm�1 and an in-plane E1u mode at around

1,588 cm�1 are infrared active [47, 48]. Fourier transform infrared (FTIR) spectra

of purified CNTs (Fig. 4 green line) have –C=C– bond at around 1,636 cm�1.

During purification, CNTs were heated in deionized water in order to remove

defects like CH and CH2 groups. Hydrothermally initiated dynamic extrac-

tion (HIDE) method [29] at around 373 k disintegrate the CNTs soot. In this

process, hydroxyle group may form. Water can attack a terminal –C=C– bond

resulting in the formation of a hydroxyl group on one of the carbon atoms and a

free hydrogen ion. The hydrogen ion will attach to the other carbon of the double

bond pair,

i:e:;� C ¼ C� þ H2 þ H2O ! �CH� CH2 OHð Þ (1)

resulting in a terminal hydroxyl group (–CH2OH) [49]. Refluxing of CNTs in acid

mixture (H2SO4/HNO3) for about 2 h did not make any significant change in FTIR

spectrums. However, symmetric and asymmetric C–H stretching mode appears

(Fig. 4 blue line). In asymmetric mode one bond stretch while other is compressed.
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This stage can be considered as defect generating stage. Under strong oxidation

conditions, the graphene structure of CNTs is broken and the tube cut off. Zhang

et al. [31] suggest that KMnO4 and dilute HNO3 are all inefficient in the defect

consuming step whereas the acid mixture (H2SO4, HNO3) is strong enough to cut

the graphite structure. After 5 h of treatment, a sign of carboxylic group (COOH)

was observed (Fig. 4, black line). Formation of COOH and OH group increases with

increasing treatment time. Carboxylic group (COOH) helps to dissolve CNTs in

solvent that makes possible of preparing CNTs films by spin coating or drop

casting. T. V. Sreekumar et al. [50] observed conductivity in the plain of functio-

nalize CNTs film is 1�105 S/m. This film reduces conductivity after annealing.

However, in microwave functionalized SWCNTs film, conductivity was regain

after annealing in inert atmosphere [51].

4.1.2 Chemical Treatment on Energy Level of CNT Films

The electronic structure of the SWCNTs is related to a 2-D graphene sheet, but

because of 1-D nature of SWCNT the continuous electronic density of state (DOS)

in graphite divides into a series of spikes that are referred to as Van Hove

singularities. In visible-near infrared (vis-NIR) spectra of microwave functiona-

lized SWCNTs (Fig. 5), Van Hove singularities in the electronic density of states
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Fig. 4 IR spectra of pristine CNTs and that after 2 h liquid-phase treatment. Peaks at 2,852 cm�1

and 2,919 cm�1 assign to symmetric and asymmetric C–H stretch, respectively. Spectrum after 5 h

liquid-phase treatment, peak at around 1,720 cm�1 assign to C=O vibration mode of carboxylic

group is observed
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(DOS) of the SWCNTs were observed at 665, 753, 824, and 890 nm whereas, they

disappear in f-CNTs.

So, it can be said that chemical treatments affect DOS of valence band. H. Ago

et al. [52] studied the change in the DOS of acid treated MWCNTs. They showed

that oxidized MWCNTs affect the work functions. The calculated work function of

MWCNTs using ultraviolet photoelectron spectroscopy (UPS) are listed in Table 2.

UPS is a powerful technique for the investigation of both the valence band DOS

and the work function. Authors have proposed the following reasons for changing

the work functions

1. The lower work function of MWCNTs to HOPG is due to destabilization of the

p-electron due to the curvature of the graphene sheets.

2. The higher work function of functionalized MWCNTs is due to the reduction of

the p conjugation of the MWCNTs, which reduces the pp derived DOS. Such

reduction is due to the transformation of the graphene layers to amorphous

carbon phase with an sp3 networks and due to the enhancement of surface

dipoles because of oxygen-containing functional groups.

Thus, work function of CNTs may varies to the chemical treatments. During the

time of purification, the work function of the CNTs may vary too, as air and oxygen

atoms expect to make network with carbon.

Shortly, in the functionalization world of CNTs, addition of any impurities (such

as oxygen, nitrogen) to CNTs is called dopant. This oxygen dopant in SWCNTs

depletes electrons from valence band van Hove singularities, and introduce

holes into the valence band that lead to an increase in the far-IR absorption

Table 2 Work function of MWCNTs and graphite determined from

UPS (Source [52])

Sample Work function (eV)

Purified MWCNTs 4.3

Air-oxidized MWCNTs 4.4

Plasma-oxidized MWCNTs 4.8

Acid-oxidized MWCNTs 5.1

Highly oriented graphite (HOPG) 4.4

Fig. 5 Visible near infrared

(vis-NIR) spectra of (a)

pristine SWCNTs suspended

in dimethylformamide

(0.05 mg/ml) and (b) aqueous

dispersion of microwave-

reacted SWCNTs (0.5 mg/

ml). Reuse with permission

from author [51]. Copyright

2006, ACS publications
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as demonstrated by Itkis et al. [53]. For each functional group that is added,

an equivalent number of p electrons are removed from the conjugated p system.

One of the immediate results of functionalized CNTs is the disappearance of

the characteristics van Hove singularities in the near-infrared region of the

spectrum, which corresponds to the band gap transitions in semiconducting

SWCNTs.

4.2 CNTs Films: An Alternative to ITO

Commercially available transparent conducting oxides (TCO) materials such as

ZnO/Al, ITO work well in thin film PV applications. However, the current cost of

PV power (thin film and wafer based) is still not competitive with electricity

generated from fossil fuels. CNTs films can be an alternative TCO. Transparency

and conductivity of CNTs films are the most important factors that affect the

performance of PV device. They (Transparency and conductivity of CNTs films)

depend on the parameter optimization like purification, deposition and types of

CNTs used (arc discharge, laser ablation, chemical vapor deposition, Hipco). The

growing technologies have made it possible for developing transparent, conductive

CNTs films on plastic substrate [54]. The printing method produces relatively

smooth, homogeneous films with a high transmittance and moderate resistance.

The polymer layer on CNTs film produces EQE higher than polymer single layer,

it is probable that the charges are preferentially accepted by CNTs at the polymer–

CNTs interface [21]. CNTs films are important to ITO from following point of

views:

1. High quality ITO is expensive.

2. ITO contains indium that might be too limited in supply for widespread use in

solar energy application.

3. The ease of chemical charge transfer doping in CNTs help to change dopant

concentration on the film to obtain transparency-versus-conductivity optimiza-

tion.

4. CNT films are simple to deposit, flexible, reliable and robust.

5. Transfer printing methods have been developed for producing CNTs transparent

electrodes on flexible substrates.

6. Commercially available CNTs were dissolved in solution with surfactants.

The well dispersed and stable solutions were vacuum filtered over a porous

membrane. Following drying, the CNTs films were lifted off with a stamp (like

poly(dimethylsiloxane)(PDMS)) and transferred to a flexible poly-(ethylene

terephthalate) (PET) substrate by printing [55].

7. The work function of CNTs can be varied by attaching different functional

groups.

8. The resistivity and porosity of CNTs film can be reduced by adding suitable

solution (like PEDOT:PSS [54]).
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However, due to the irreproducibility of the drop-casting process and the differ-

ences in interaction with the depositing solution between the SWCNTs layer and

PEDOT:PSS layers, these devices may not have the same layer thicknesses. It is

also possible that the PEDOT layer completely isolates the SWCNT layer from the

top contact, decreasing shunting of the device by errant nanotubes penetrating the

entire active layer. Organic solar cell with carbon nanotube transparent electrode

without using PEDOT:PSS has been reported [56]. However, PCE of PV device is

still low in nanotube electrodes than ITO. In such devices, the FF appears to be

series resistance limited. Series resistance includes poor conductivity of the CNTs

film, conductivity of nonoptimized active layer and high contact resistance. For

example, the series resistance observed with ITO and CNTs films in device

fabrication was 416 and 700 respectively [56]. The sheet resistance of as-prepared

transparent CNTs is higher than that of ITO.

4.3 CNTs Films as 3-D Charge Collector

Figure 6 shows large porosity of densified transparent CNTs (t-CNTs), which

remains, even after deposition of thin layer of PEDOT:PSS. Instead of replacing

ITO with CNTs film, R. Ulbricht et al. [57] proposed to use them as 3D charge

collector. Hybrid anode: “t-CNT-ITO” shows twice higher short circuit photo-

current, compared to OPVs with only ITO or only t-CNTs anodes. Collection of

an additional large number of photo-generated carriers can explain the increase in

Jsc and �. In hybrid anode, due to the 3D architecture of CNTs film, spin coating

of PEDOT; PSS on top of the CNT sheets improves densification and, probably,

the intertube contacts and leave enough space for filling up the photoactive layer

of P3HT-PCBM. It is proposed that if the t-CNTs would be planer, continuous

film (like ITO) it would be like collecting the same amount of photocurrent

of holes arriving to it from donor polymeric chains. Since, these planar t-CNTs

would stay on the top of ITO, blocking it from direct contact with photoactive

P3HT.

Fig. 6 Schematic of OPV

device having MWCNTs

transparent layer on glass as

anode. SEM image of

densified t-CNTs shows large

porosity, which remains, even

after deposition of thin layer

of PEDOT:PSS (shown at

inset). Reuse with permission

from the publisher [57].

Copyright Elsevier 2007
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4.4 CNTs Blend with Organic Polymer

4.4.1 CNTs in Organic Polymer

SWCNTs doped polymeric film for photovoltaic devices was reported in 2002,

utilizing arc-generated SWCNTs-poly(3-octythiophene)-(P3OT) composites [12].

The results showed a diode response for devices constructed in the sandwich

formation, containing the composite film between an ITO front contact and alumi-

num back contact. There was a photoresponse under AM1.5 illumination for both

the pristine P3OT devices and a 1 wt% doped SWCNTs-P3OT. The photoresponse

of 1 wt% doped SWCNTs-P3OT composite was reported to have an Voc of 0.75 V

and Isc of 0.12 mA/cm2, in comparison to a Voc = 0.35 V and Isc = 0.7 uA/cm2 for

the pristine P3OT device. It was suggested that Voc obtained in polymer–CNTs

composite cannot be explained by metal-insulator-metal (MIM) model proposed by

Parker [58]. It was explained that in a short circuit condition, the negative electrode

will form ohmic contact to the nanotube percolations paths and the positive

electrode to the polymer, this implies that the Fermi energy is constant throughout

the system. In this way, the built-in potential of the device is the built-in potential of

the polymer-nanotube junction. Therefore, the upper limit of the Voc must be equal

to the difference in the P3OT highest occupied molecular orbital (HOMO) and the

SWCNTs work function, which is 0.75 eV. Under illumination, electrons and holes

travel to opposite contacts due to an internal electric field. Thereby, a collection of a

short circuit photocurrent was guaranteed [59]. Potential energy band diagram is

given in Fig. 7. This device had an increase in power conversion efficiency from

2.5 � 10�5 to 0.1% compared to P3OT alone. By varying the percentage of

SWCNTs in the composite, the maximum efficiency was found at 1 wt% SWCNTs.

Fig. 7 Potential energy diagrams relative to vacuum level of a P3OT-SWCNTs bulk heterojunc-

tion under (a) flat band conditions and (b) under short circuit conditions, assuming no interfacial

layer at the metal contacts and pinning of the Al and ITO to the energy states of the polymer and

SWCNTs, respectively. Reuse with permission from the author [59]. Copyright Advanced Study

Center Co. Ltd 2005
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Higher CNTs loading limited the photocurrent due to a lower photogeneration

rate from the polymer. Voc of 0.95 V has obtained in similar device structure

using highly purified SWCNTs [25]. Recently, other has also reported that in

CNTs–polymer model, Voc does not depend on the difference of work functions

between two electrodes. Patyk et al. [60] demonstrated Voc of 1.81 V in CNTs–

polybithiophene photovoltaic devices.

Addition of dye on the CNTs–polymer [61], decoration of CNTs with quantum

dots [62], functionalization of CNTs are some of the notable reports to increase

PCE of polymeric solar cell. Merits of each additives are shortly described as

below.

Merits of additions of dye:

1. Photocurrent can be improved by increasing light absorption in the active layer.

2. The mismatch of the optical absorption of the polymer to the solar spectrum can

be overcome by the incorporation of dye with high absorption coefficient at the

polymer/nanotube junction [63].

3. The dye can enhance the efficiency of the system by reducing the recombination

of charge carriers. Charge separation and transfer from the dye to the polymer

and nanotubes are shown in Fig. 8.

4. Dye functionalized CNTs make possible of its attachment to the CNTs surface

so that exciton transfer from CNTs. For example. N-(1-pyrenyl)maleimide (PM)

molecules irreversibly adsorb onto the inherently hydrophobic surfaces of

SWCNTs in the organic solvent [61].

Merits on addition of quantum dots

1. The interactions between II and IV QDs (such as CdS, CdSe and CdTe) and

CNTs are of special interest because they would have sufficient electron affinity

to dissociate the electron–hole pair.

2. CdSe nanorods and tetrapods, CdSe quantum dots (QDs) are promising material

for polymeric solar cell [65–67] because they transport charges with minimal

coulombic interactions, preventing recombination.

3. Landi et al. [67] suggest that the hopping conduction of QDs can be changed by

attaching QDs in ballistic conductor like SWCNTs.

P3OT

hv Dye
SWNT

h+

e–

Fig. 8 Sensitisation of the

polymer-nanotube solar cell

by separate charge transfer

from the dye to the polymer

(holes) and the nanotubes

(electron). Reuse from

permission from author [64].

Copyright Elsevier 2003

114 I. Khatri and T. Soga



4. QDs can be covalently attached to CNTs by simply acid treatment [68].

5. Quantum dots have been fabricated from a number of materials including TiO2

[69], CdSe [70], CdS [71], carbon fullerenes [72].

On the other hand, metal particle decorated on CNTs is also an efficient way to

increase efficiency. The acid sites for metal decoration are composed of functional

groups (such as COOH, OH, NH), which act as nucleation centers for metal ions.

For example, carboxylic group on the nanotube surface for ion exchange, replace

the photon with metal ion as

CNTs� COOHþMþX� ! CNTs� COO�Mþ þ HX½73� (2)

Decoration of nanotubes by Au, Pt and Ag has been demonstrated by Satishkumar

et al. [74]. It is expected that such metal particles help to capture a wider range of

wavelength of sunlight and enhance splitting the excitons [75]. In C60 decorated

SWCNTs, photoinduced charge separate at the polymer–C60 interface that is fol-

lowed by electron transfer from C60 onto bounded SWCNTs. The SWCNTs network

provides a direct path for faster electron transfer towards the electrode [62]. The C60–

SWCNTs complex is shown in Fig. 9.

4.4.2 Water Soluble Organic Solar Cell

Water soluble polymer and CNTs PV devices have also been reported [76, 77].

These types of devices increase the environmental compatibility. Water soluble

polymer and oxidized MWCNTs in bilayer heterojunction configuration showed

significant photoresponse. A homogeneous blend of acid oxidized MWCNTs and

CH3 CH3

ss

hvhv

e– e–

e–

Fig. 9 Under light irradiation, photoinduced charge separation at the polymer–C60 interface. The

SWCNTs network provides a direct path for faster electron transport towards the electrode. Reuse

with permission from author [62]. Copyright 2007 The Royal Society of Chemistry
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the water soluble polythiophene, sodium poly[2-(3-thienyl)-ethoxy-4-butylsulfonate]

(PTEBS) have shown PCE of 0.56% [77]. Interestingly, the absorption spectra of

PTEBS can be modified by changing the pH of the solution [78]. This type of solar

cell is processed from an aqueous solution making it environmentally compatible

with low cost fabrication for large area devices.

4.4.3 Semiconductor SWCNTs in Organic Polymer

Semiconductor SWCNTs can be an ideal material for photovoltaic effect [79–81].

Impurities and defects in the bulk semiconductor form defect states in the energy

band gap. However, individual SWCNTs can form ideal p-n junction diodes,

providing direct evidence for their structural purity [79]. Additionally, SWCNTs

offer a wide range of band gaps to match the solar spectrum, enhanced optical

absorption and reduce carrier scattering for hot carrier transport. The full band-gap

of the SWCNTs can be utilized to make efficient PV devices. Figure 10a shows the

device fabricated by Lee where SWCNTs are suspended as shown in the insert.

Under illumination, SWCNT diode show significant PCE owing to enhance proper-

ties of an ideal diode. Figure 10b shows I–V characteristic under increased light

intensity showing a progressive shift into the fourth quadrant where the diode

generates power. The insert shows the linear increase in the current measurement.

Considering photoexcited effect of semi-conductor SWCNTs in polymer,

Kazaoui et al. [19] suggested that in the near infrared range, semi-SWCNTs

(transition v1
s!c1

s) bounded electron (e) hole (h) pairs. They eventually dissociate

into free e and h under electric field (either externally applied or built in due to

the difference in the work function of Al and ITO). At short wave length, both

semiconducting and metallic SWCNTs as well as MEHPPV are expected to be

photoexcited but only semi-SWCNTs and MEHPPV may contribute to protocarrier

generation photoexcited state as shown in Fig. 11. The energy levels labeled

(v1
s,c1

s),(v2
s,cs2),(v1

m,c1
m) refer to the first and second pairs of van Hove singula-

rities of semiconducting and metallic SWCNTs, respectively, while p and p* are

related to MEHPPV.

5 Organic/CNTs-Si Heterojunction Solar Cell

Since the discovery of photoinduced charge transfer between organic conjugated

polymer and nanotubes, both MWCNTs and SWCNTs have been used to fabricate

photovoltaic devices. f-MWCNTs [82], f-SWCNTs [62, 83], C60-decorated

SWCNTs [62], C60 decorated MWCNT [84] have shown better power conversion

efficiency than pristine samples without CNTs. In such solar cells, it is suggested

that MWCNTs enhance hole transport, whereas SWCNTs enhance electron trans-

port. On the other hand, functional group of the CNTs make homogeneous blend of

CNTs-polymer composite. This may be because CNTs are soluble in organic
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Fig. 10 (a) Fitting curve and data curve well matching in ideal SWCNTs diode. SWCNTs are

suspended as shown in the insert. (b) I–V characteristics under increased light intensity showing a

progressive shift into the fourth quadrant where the diode generates power. Reuse from permission

from author [79]. Copyright American Institute of Physics 2005
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solvent after functionalization. Furthermore, CNTs films have been extensively

used for making PV devices.

Recently, it was reported that both f-MWCNTs and SWCNTs with conducting

polymer play significant role to increase PCE of heterojunction PV device [85].

Functional group on the surface of MWCNTs was obtained through acid treatment.

Poly(3-octylthiophene) (P3OT)/n-Si heterojunction photovoltaic cells were fabri-

cated with and without CNTs(f-MWCNTs and SWCNTs) by keeping all other

device parameters same. It was observed that CNTs embedded devices showed

better performance than pristing without CNTs. CNTs are synthesized by ultrasonic

spray pyrolysis method. Detail description about the system is given by Khatri et al.

[86]. It is a simple, convenient method to synthesis SWCNTs, MWCNTs [85, 86].

MWCNTs were oxidized in the mixture of 3:1 concentration of H2SO4:HNO3 and

purified by washing in deionized water. Finally it was mixed with SWCNTs in

chloroform solvent. After acid treatment, the tubes are not only cut into short pipes

but also purified because of intercalation and exfoliation of graphite. This method is

more effective than gas phase oxidation method because CNTs are believed to be

functionalized throughout the tube length. It has been realized that acid-oxidized

MWCNTs are dispersed in polar and nonpolar solvent, which in turn can be very

useful for further processing.

Figure 12a shows the schematic of the P3OT/n-Si (organic–inorganic hetero-

junction) solar cell incorporating CNTs (f-MWCNTs and SWCNTs). Figure 12b

shows I–V characteristics in dark and under AM 1.5 simulated solar radiation for

n-Si/f-MWCNTs þ SWCNTs/P3OT heterojunction solar cell with partially trans-

parent gold upper electrode 20–30 nm. Direct contact was made to the silicon

by conducting stainless steel stage, and the cell was illuminated from gold electrode

side. Under illumination, Isc and Voc are about 6.16 mA/cm2 and 0.44 V, respec-

tively. The FF and white light conversion efficiency are about 0.36 and 0. 98%

Fig. 11 Schematic energy

diagram of an Al/SWCNT-

MEHPPV/ITO device (before

electric contact) assuming

that MEHPPV (green lines) is
doped with semiconducting

(blue lines) and metallic

(black line) nanotubes. Holes
(h) and electrons (e) are

collected at the Al and ITO

electrodes, respectively.

Reuse from permission from

author [19]. Copyright

American Institute of Physics

2005
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respectively. Table 3 lists photovoltaic properties of solar cells fabricated by similar

conditions using various kinds of composites. It is obvious that f-MWCNTs þ
SWCNTs-P3OT composite showed better power conversion efficiency among

these samples. A twin reference cell fabricated in the same manner with only

P3OT film without CNTs with identical device parameters shows no good photo-

voltaic effect. With the introduction of f-MWCNTs and SWCNTs in the photoactive

layer, there is large improvement in power conversion efficiency. It is believed that

such enhancement in power conversion is due to the efficient electron transportation

through SWCNTs and efficient hole transportation through f-MWCNTs. The work
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Fig. 12 (a) Schematic of the P3OT/n-Si heterojunction solar cell incorporating f-MWCNTs and

SWCNTs in the polymeric layer (b) Current voltage (I–V) characteristics of the n-Si/f-MWCNTs

þ SWCNTs þ P3OT/Au heterojunction solar cell in the dark and under AM 1.5 simulated solar

radiation. Cell is illuminated from the semitransparent Au electrode side. Reuse with permission

from author [85]. Copyright 2009 American Institute of Physics

Table 3 Photovoltaic characteristics of solar cells under AM 1.5 simulated solar radiation

obtained from different references [85]

No. Composite Jsc (mA/cm2) FF ŋ (%) Ref.

1. C60-O-MWCNTs/P3OT 1.68 0.27 0.11 [84]

2. DWCNTs/P3HT 0.3398 0.17 0.026 [87]

3. MWCNTs/P3OT 2.915 0.27 0.175 [88]

4. C60 nanorod/P3OT 0.0098 0.1485 0.0002 [89]

5. Pt-MWCNTs/P3OT 5.88 0.3876 0.775 [90]

6. Cut-MWCNTs/P3OT 7.65 0.31 0.54 [91]
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function of SWCNTs ranges from 3.4 to 4 eV, while for MWCNTs the range is from

4.6 to 5.1 eV. Acid oxidation introduces carboxylic acid groups on the surface of

MWCNTs and produced higher work function 5.1 eV. It suggests that work func-

tions of SWCNTs and f-MWCNTs are closer to the conduction band and valance

band of P3OT, which signifies possible electron and hole transportation, respec-

tively. Increased work function of f-MWCNTs brings MWCNTs in same level of

Au (5.1 eV), which enhances hole transportation toward anode. Energetically

favorable charge transportation and band diagram is shown in Fig. 13.

In the PV device with SWCNTs and f-MWCNTs, P3OT act as the photoexcited

electron donor and SWCNTs as the electron acceptor and provide percolation paths.

Similarly, The mobility of MWCNTs is several order higher in magnitude com-

pared to that in the polymer, which may result the enhancement of hole transport.

6 Conclusion

In this chapter, we showed the growing research of CNTs towards organic solar

cell. Devices containing CNTs in organic polymer have shown a photoresponse

with high PCE. Attempts to improve the exciton dissociation and carrier transport

in these devices by adding appropriate materials and quantum dots are the recent

research topics.
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Irregular Configurations of Carbon Nanofibers

Suriati Sufian

Abstract Carbon nanofiber (CNF) has been extensively produced as it shows

outstanding physical properties which can be exploited in many applications.

In addition to a long and straight nanofiber, several irregular configurations of

CNF could be observed in a certain particle catalyst, reaction conditions and

experimental techniques. One of the ways is by synthesizing carbon nanofiber

using catalytic chemical vapor decomposition (C-CVD) method. This can be

achieved by using Fe2O3 and NiO as the catalysts with ethylene and hydrogen as

the carbon feedstock and carrier gas, respectively. The results from TEM analysis

show that irregular CNF configurations are formed such as coiled, regular helical

and twisted coil as well as corrugated CNF.

1 Introduction

Carbon nanofiber (CNF), also known as graphitic nanofiber, is a type of carbon

nanomaterials that has a size in a range of 0.4–500 nm [1, 2]. CNF was initially

known as herringbone multiwall nanotubes (h-MWNT). This is because in MWNT

structure the concentric tubes of graphite are oriented parallel to the carbon filament

axis with a hollow core in the middle but when the graphene make an angle with

respect to the nanotube axis the texture is known as herringbone or fishbone

structure [3]. Thus, they are referred as ‘nanofibres’ when the inner cavity is no

longer opened all along the filament as it is for a genuine tube. Besides having

graphene planes at a certain angle to the filament axis, some graphene planes are

perpendicular to the axis and stacked as piled-up plates. Therefore, CNFs can be

categorized into platelet and herringbone or fishbone structures as in Fig. 1.

S. Sufian

Department of Chemical Engineering, Universiti Teknologi PETRONAS, Bandar Seri Iskandar,

31750 Tronoh, Perak, Malaysia

e-mail: suriati@petronas.com.my

N. Yahya (ed.), Carbon and Oxide Nanostructures, Adv Struct Mater 5,

DOI 10.1007/8611_2010_26, # Springer-Verlag Berlin Heidelberg 2010,

Published online: 17 August 2010

125



The former structure is when the graphene layers are perpendicular to the filament

axis while the latter structure is when the graphene layers are at a certain angle to

the axis. The angle of conicity varies from 15� to 85� [4]. The herringbone structure
can be a hollow core or solid structure [5].

However, some study have categorized carbon nanofibers into three unique

conformations that are platelet, spiral and ribbon structures [6]. As described

earlier, platelet consists of graphite platelet with carbon oriented perpendicular to

the fiber axis. But spiral form is when platelet is in helical nanofibers parallel to the

fiber axis while ribbon structure is when graphite platelets are aligned parallel to

the fiber axis. Thus, CNFs are not just in the form in long, straight structure but in

certain conditions, they could also exist in a non-straight structure such as spiral-

like, coiled, regular helical, spring-like, double helical and branch-like structures.

The formation of the bent or spiral-like is due to the incorporation of pentagon and

hexagon pairs into hexagonal sheets, which then creates positively and negatively

curved surfaces [7]. Another CNF structure is known as stacked cup where the

nanofiber exhibits a continuous layer of rolled or spiral graphene along the fiber

axis which yields a truncated cone arrangement along the axis with wide internal

hollow space [5].

2 Growth Mechanism

The growth mechanism of CNF can be referred in Fig. 2, where �, � and �
symbols represent the three steps that are step 1, 2 and 3, respectively in the growth

mechanism process. At the beginning (step 1) absorption and decomposition of

hydrocarbon molecules such as C2H4 and CH4 occur on the surface of metal

crystallographic faces [9]. Then at step 2, the dissolution and diffusion of carbon

species into the nanoparticles interior occur to form a metal-carbon solid state

solution. At step 3, nanofibers growth occurs when a supersaturation leads to carbon

Filament axis

Graphene
planes 

a bFig. 1 Basic CNF structures

consist of (a) platelet and (b)

herringbone structures
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precipitation into a crystalline tubular form. The size of the metal catalyst nanopar-

ticle generally dictates the diameter of the synthesized nanofiber [10].

The crystalline perfection degree of the deposited fiber is determined by the

chemical nature of the catalyst particle, the reactant gas composition and the

temperature. Surface science studies revealed that only certain faces of metal

particle favor precipitation of carbon in the form of graphite while other faces

could deposit less ordered carbon [11]. As long as the heat balance is maintained

in the reaction system, the carbon structure will continue to grow. However, any

perturbations in the chemistry of the leading face of the metal catalyst will cause a

buildup of solid carbon at this interface. As a result, deactivation and termination in

nanofiber growth will occur [9].

In general, nanostructures are formed by a bidirectional mode where precipita-

tion of carbon occurs simultaneously from opposite faces of the catalyst particle.

Thus, the catalyst particle remains within the structure throughout the growth

process. Conversely, for herringbone case, the carbon deposition process occurs

at the sides of the particle that is carried at the tip of the growing fiber. For platelet

structure, the graphene planes are stacked in a direction parallel to the base of the

particle and perpendicular to the fiber or filament axis. As for herringbone structure,

the particles adopt a rhombic morphology where the nanofibers are precipitated

from a pair of opposite faces to generate a structure that is aligned at an angle to the

fiber axis [12].

3 Reaction Parameters

There are several parameters involved in the growth mechanism of CNF. As for a

catalyst, controlling the size of the catalyst nanoparticles is crucial since it deter-

mines the final diameter of nanofiber and the type of [1]. Moreover, particles with

diameters smaller than 25 nm will tend to produce nanotubes, whereas larger

particles usually generate solid nanofibers. Apart from metal powder, catalyst can

1

2

3

Carbon
source

in 
H2/H2O/CO2

gases out

C C
CC

C

Catalyst particle

Graphite platelets

Fig. 2 Growth process of

carbon nanofiber [8]
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come in different configurations such as gauzes, wires, foils and supported metal

particles like alumina and silica [9]. The catalysts usually come from transition

metal oxides such as Cobalt (Co), Nickel (Ni), Copper (Cu), Molybdenum (Mo),

Iron (Fe) as well as their alloys for heterogeneous process and metal-organic

compound or a metallocene like ferrocene, nickelocene or cobaltocene for a

homogeneous process.

Majority researchers used Ni for CNFs production which can be in the form of

metals, films, alloys and different types of catalyst supported such as alumina and

silica. However, most of the catalysts consist of bimetallic such as nickel (Ni) metal

combined with other transition metals like Cu and Fe [13–15] or any other combi-

nation of bimetallic compound apart from Ni [16, 17]. In addition, other studies

have done in using Ni along with other support such as zeolite or different types of

carbon [18–20] while others used Ni alone without any support or other metal

compound [21, 22].

Ni is the common catalyst used in CNF synthesis because it gives high yield as

compared with other metal such as Fe [23]. This could probably due to that Ni has

more active catalyst site that allows more carbon to be absorbed and saturated and

finally precipitate on the surface of the catalyst particle to form graphite layers. In

the CVD reaction, there are several types of hydrocarbon gases like ethylene

(C2H4), acetylene (C2H2) and methane (CH4) as well as carbon monoxide (CO)

has been successfully utilized to produce both CNTs and CNFs [1, 3, 9].

In addition benzene and xylene are used as carbon feedstock, especially in a

homogeneous process. Unsaturated gases like C2H4, C2H2 and benzene are used to

synthesize MWNTs since they have high carbon content, whereas saturated gases

like CO and CH4 are used to synthesize SWNTs since they tend to produce highly

graphitized filaments and fewer walls [1]. Along with these carbon rich gases and

vapors, hydrogen is used to reduce the metal particles (that is oxides) during the

heating as well as to decrease the formation of carbon deposits from pyrolysis of the

carbon feedstock. Moreover, carrier gas such as argon, helium or nitrogen is used to

flush the reactor initially to create an inert atmosphere.

Studies show that majority of the researchers use ethylene (C2H4) as the carbon

feedstock [14–16, 18, 20, 24]. This is due to that unsaturated gas like C2H4 has

high carbon content which is suitable in developing carbon nanomaterials like

MWNTs and CNFs. Some researchers had a gas mixture of ethylene with other

saturated carbon gas such as carbon monoxide that gives C2H4–CO [13] and

methane that gives C2H4–CH4 [19]. Other researchers used saturated gases as the

carbon feedstock like CO [22] and CH4 [17]. The reaction temperature in CVD is

much less as compared with electric arc discharge, which can reach up to 4,000 K.

For CNFs, they can be synthesized between 400 and 1,000�C [9]. The variation of

the temperature depends on the catalyst activity, experimental configurations

and carbon feedstock. Any temperature higher than 1,000�C could result in more

formation of amorphous carbon [1].

The reaction time varies from minutes to hours depending on the gas flow rates

and the length of the reactor. It is thought that prolong the reaction time resulting in

longer CNFs produced. However, longer reaction hour could result in more carbon
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deposits. CNF will be continuously formed as a long straight nanofiber as long as

the rate of precipitation of carbon from all four faces is identical, the. However, any

perturbation in this pattern of behavior will give rise to abnormalities in the

conformation of the fibers. As a result, coiled or helical configurations of nanofibers

are formed instead [12].

The growth rate and the shape of nanofibers are controlled by the particle

catalyst geometry and rate of precipitation of carbon on the surface. For example

it is thought that due to various catalyst positions, a mixture of carbon nanostruc-

tures at different degree of crystallinity such as helical regularly coiled nanofibers

and ribbon-like coiled nanofibers are observed [25]. Other researcher reported that

nanofiber growth in helical morphology is due to the anisotropy catalyst particle

surface which depends on the exposed crystal facet of the particle [26]. In addition,

the diameter of the coil is increasing with temperature in which the diameter is

varied from 100 nm to 10 mm for temperature variation between 250 and 400�C
[27, 28].The study of CNF formation using different carbon feedstocks and

catalysts can be summarized in Table 1 as above.

4 Characterization of CNF

For microscopic study analysis, CNF can be characterized using electron micro-

scopes such as scanning electron microscope (SEM) and transmission electron

microscope (TEM). The instruments use a beam of highly energetic electrons to

image the samples. The electrons are used since the wavelengths are much shorter

than that of lights, which result in higher resolution of image [30]. The examination

of image can yield to the following information of the surface and morphology of

the material. SEM and TEM analyses can be studied not just to observe the typical

CNF structures that are long and straight but also to observe different configurations

of nanofiber. These configurations include hollow nanofibers [5, 31], coiled and

helical nanofiber [27, 32, 33], triple helical nanofiber [34] and ribbon-like nanofiber

[25, 35].

Table 1 Developed carbon

nanofibers from different

carbon source and catalyst

Carbon source Catalyst Reference

C2H4 NiO [21]

Bimetallic Fe–Cu [16]

Ni/graphite microfibers [18]

Ni/Y zeolite based [20]

Metal powder [24]

Cu:Fe, Cu:Ni [29]

98 mg Ni, 2 mg Cu [15]

C2H4, CO Ni–Fe 100 mg [13]

CH4/C2H4 Ni/carbon [19]

CO 0.2 g Ni [22]

CH4 Co on MgO, Al2O3, SiO2 [17]
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Apart from electron microscopy analysis, CNF can be characterized based from

spectroscopic study analysis that is by using Raman spectroscopy. This advanced

and powerful technique is used to analyze materials that contain carbon element

without any contact of microprobe and can perform under atmospheric pressure or

in solution. This is because the resonance phenomena and sensitivity of the tube

structure provides a strong excitation wavelength dependence of the spectra result-

ing from the electronic band structure [36]. One of the features in Raman spectros-

copy analysis is D mode or disorder band which is located between 1,330 and

1,360 cm�1. This excitation is expected to be observed in carbon nanomaterials like

MWNTs and CNFs. When it is observed in SWNTs, it is assumed that the feature

observed is due to defects in the tubes. The next feature known as G mode or

Tangential Mode (TM). It corresponds to the stretching mode in the graphite plane.

This mode is located around 1,580 cm�1. The shoulder at higher frequency

(1,618 cm�1) or D0 band is typical of defective graphitelike materials and can be

smaller in better quality samples [37].For CNF samples analysis, the samples could

have higher graphitization if G band is higher than D band [31, 38] or have more

carbon structure defects if D band is higher than G band [22, 24].

Another significant CNF characterization can be achieved using X-ray diffracto-

meter (XRD). This technique is used to reveal detailed information about the

chemical composition and crystallographic structure of natural and manufactured

materials [39]. It can determine the crystal structure of an unknown material as well

as measure the size, shape and internal stress of small crystalline regions [40].

A typical XRD pattern exhibits the most distinguished carbon peak at 2y ¼ 26.24�

with intensity of graphite (0 0 2) which signifies high crystallization carbon

structure with the d002 spacing is greater than 0.34 nm. This shows that it is a

turbostratic carbon which is higher than for ideal graphite (0.335 nm) [41]. Other

carbon peaks are observed as (1 0 0), (0 0 4) and (1 1 0) [19, 20, 22, 31].

5 Synthesis of Carbon Nanofibers

CNF was synthesized using catalytic chemical vapor deposition (C-CVD) method.

The experimental setup as seen in Fig. 3 consists of horizontal tube furnace with

iron (III) oxide (Fe2O3) catalyst was spread along the ceramic boat which was then

placed inside the tube reactor. There were three gas lines that are Argon (Ar),

hydrogen (H2) and ethylene (C2H4) which were controlled by two-way valves. The

three-way valve was used to release an excess pressure as indicated by the pressure

indicator whereas the dreschel bottles were used to detect any leakage in the

system.

Initially, the air in the tube reactor was vacuumed before purging it with Argon

(Ar) up to 1 atm. Then, the furnace was set at 600�C of reaction temperature with an

increment of 10�C min�1. When the temperature reached equilibrium, a gas mix-

ture of ethylene and hydrogen (C2H4/H2) was flowed into the reactor. The forma-

tion of CNFs took place when the gas mixture was in contact with the catalyst in the
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ceramic boat. The reaction took place at atmospheric pressure and the process flow

of GNF synthesis is summarized in Fig. 4. Similar procedure was done using Nickel

oxide (NiO) as the catalyst particles.

For sample characterization, X-ray diffraction (XRD) studies were carried out

using Bruker AXS D8-Advance diffractometer with Cu Ka radiation of wave-

length, l ¼ 0.15406 nm. The operating voltage and current were at 40 kV and

40 mA, respectively. Each sample was scanned with 2y of 20–80� and the data was
collected in step mode with an interval of 0.02�. In order to determine the compo-

sition of the samples, direct comparison method was done by using powder

diffraction databases, ICDD (International Centre for Diffraction Data) or formerly

known as JCPDS (Joint Committee on Powder Diffraction Standards).

For spectroscopy study, the Raman spectroscopy analysis was carried out using a

Labram HR800 Horiba Jobin Yvon at room temperature with Argon-ion laser

operated at 514.5 nm. The Raman spectra were obtained with a fixed grating over

a range of 100–1,800 cm�1.

The reactor was cooled down with Ar.

The reactor was vacuumed.

Ar was purged into the reactor up to 1atm.

C2H4/H2 gas mixture was flowed for 2 hours.

The temperature was set at 600ºC.

Fig. 4 Process flow of CNF

synthesis

Vacuum

Ventilation

A B

Dreschel bottle

Tube reactor

Two-way valve

Pressure indicator

Catalyst

Three-
way valve 

Ar H2 C2H4

Fig. 3 Schematic diagram of GNF experimental setup
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The surface and morphology of CNFs were studied using field emission scan-

ning electron microscopy (FESEM) known as SUPRA 55VP is used at accelerating

voltage of 0.02–30 kV. The inner structure of CNF samples were analyzed using

transmission electron microscopy (TEM) observation that was performed by Jeol

JEM 2000FX II at accelerating voltage of 200 kV and Phillips TEM 400 at

accelerating voltage of 100 kV. Samples for TEM were prepared by ultrasonic

dispersion of the GNF samples with ethanol [42]. Then, the suspension was dropped

onto carbon grid and dried in the air before the TEM analysis was carried out.

6 Reaction Mechanism

The CNF synthesis is known as a heterogeneous process since there are two states

involve which include the solid (catalyst that is Fe2O3) and vapor (carbon feedstock

that is C2H4). The reaction is chemically defined as catalysis-enhanced thermal

cracking are represented in the following equation:

C2H4 þ H2 ���!Fe or Ni
2Cþ 3H2 (1)

Here, Fe2O3 catalyst is reduced to iron carbide (Fe3C) and later to iron (Fe) in

the following reactions:

3C2H4 þ H2 þ 3Fe2O3 ! 6H2 þ H2Oþ 4CO2 þ 2Fe3C (2)

C2H4 þ H2 þ Fe3C ! 3H2 þ 3Cþ 3Fe (3)

For NiO, the catalyst is reduced to nickel carbide (Ni3C) and later to nickel (Ni)

in the following reactions:

2C2H4 þ H2 þ 6NiO ! 3H2 þ 2H2Oþ 2CO2 þ 2Ni3C (4)

C2H4 þ H2 þ Ni3C ! 3H2 þ 3Cþ 3Ni (5)

As for carbon (C), there are three possible structural carbons that could be

formed such as amorphous carbon layers, filaments of amorphous carbon and

graphite layers covering metal particles that are CNFs.

The growth mechanism of the developed CNF is based on the tip growth. Prior to

the growth, the formation of small domain of catalyst metal particle that acts as

nucleation seeds occur. The size of the nucleation seeds correspond to the CNF

diameter [43]. At the beginning of the growth, hydrocarbon molecules from ethyl-

ene (C2H4) absorb and decompose onto the surface of metal oxide (Fe2O3 or NiO)

crystallographic faces as described in other research study [9]. Later, the dissolution

and diffusion of carbon species into the nanoparticles interior occur to form a
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metal-carbon solid state solution that is metal carbide (Fe3C or Ni3C). Soon the

growth of nanofibers occurs since the supersaturation leads to carbon precipitation

at the ‘cold-end’ of the catalyst particle. These carbon precipitates into a form of

crystalline tubular.

A herringbone is formed if carbon deposition process occurs at the sides of the

particle that is carried at the tip of the growing fiber while a platelet is formed when

the graphene planes are stacked in a direction parallel to the base of the particle and

perpendicular to the fibre or filament axis [12]. Both diameters of these two

structures are determined from the size of the metal catalyst nanoparticle [10].

Generally, nanofibers are formed on the metal surface in two opposite directions.

This can be seen in TEM image in Fig. 5. The Fe catalyst particle underwent

reconstruction during the catalyst reduction and became a rhombohedral-shaped

particle (dark area) and the growth of nanofibers is observed in two directions. From

the TEM observation, majority of iron-based catalyst CNFs are in the form of

platelet and herringbone structures. As for the latter structure, the hexagonal shape

of the catalyst that leads to graphene plane at the angle of 45� to the fiber axis. Some

tip growths occurred in one direction.

7 X-Ray Diffraction and Raman Spectroscopy Analyses

A typical XRD pattern for iron-based catalyst CNF sample is shown in Fig. 6a. The

pattern exhibits the most distinguished carbon peak at 2y ¼ 26.24� with intensity of
graphite (0 0 2) which signifies high crystallization carbon structure. The d002
spacing is greater than 0.34 nm indicates that it is a turbostratic carbon which is

50 nm 50 nm

Fig. 5 TEM image shows the tip growth of CNF on iron catalyst (the dark spot) in (a) two

directions direction and (b) one direction
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higher than for ideal graphite (0.335 nm) [41]. Other carbon peaks are observed as

(1 0 0), (0 0 4) and (1 1 0). Moreover, several peaks due to catalyst remnants such as

iron (Fe) peaks (1 1 0) and iron carbide (Fe3C) at (1 1 2) are detected as in Fig. 6a.

Figure 6b displays XRD patterns of CNFs using NiO as the catalyst. Several carbon

diffraction lines such as (0 0 2) at high intensity and others at low intensity at

(1 0 0), (0 0 4) and (1 1 0) can be seen in the figure. Ni metal at strongest peak can be

seen at the strongest peak (1 1 1) and other peaks at (2 0 0) and (2 2 0). In addition,

there are several low peaks are detected as nickel carbide (Ni3C) such as (1 0 1) and

Ni (1 1 1).

Basically, Raman modes in CNF consist of G band (tangential) at 1,580–

1,600 cm�1 and D band (disorder induced) at 1,300–1,400 cm�1 [44] which

originates from double resonant Raman scattering. In the experimental results of

the Raman spectra can be seen in Fig. 7 where the band at 1,582 cm�1 is assigned to

the C=C stretching vibrations with sp2 bonding which is referred to the G-mode

(first-order Raman). This is due to the in-plane displacement of carbon atoms in

hexagonal sheets and it correlates with the XRD diffraction line (0 0 2) [45, 46].

The band at 1,350 cm�1 symbolizes the defective structure that is D band with sp3

bonding. TheD band is due to highly sensitive to structural disorder within graphite

planes [41]. It is suggested that the disorder could be due to the defects of curved

graphene sheets, tube ends and surviving impurities [47]. In addition, it is believed

that the defect could be due to irregular configuration and corrugated CNFs which

would be discussed further in this chapter.

8 Surface and Morphology

The bright field TEM images reveal the internal carbon structure of GNF as

herringbone (or fish bone) and platelet. The herringbone structure consists of

graphene planes at the angle of 45� to the carbon filament axis (Fig. 8a) while the
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Fig. 6 XRD pattern of CNF with (a) Fe2O3 and (b) NiO as the catalysts
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Fig. 8 TEM images showing sample GNFs with (a) herringbone and (b) platelet structures
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platelet structure consists of graphene planes is perpendicular to the carbon filament

axis (Fig. 8b). In addition, the developed GNF could exist as hollow GNF platelet

structure. This is due to the increase in reaction temperature which will be discussed

in the next paragraph.

GNFs would be continuously formed a long straight nanofibers if the precipita-

tion of carbon from all faces is identical [12]. Unfortunately, any perturbation in

this behavior will results in abnormalities of fiber conformation. Thus, coiled and

spiral perturbations are likely to form. According to [48], the spiral structure is due

to an equal diffusion of carbon through the catalyst particle which results in

anisotropic growth. Different diffusional pathways taken by carbon atoms through

the carbide phase lead to different rates of carbon growth and therefore twisted or

spiral growth occurred.

A few examples of irregular configurations can be seen in Fig. 9. The coil

diameter is estimated to be more than 1.5 mm. This is in good agreement with

other findings [27, 28]. For regular helical as observed in Fig. 9b, the bidirectional

growth from a single catalyst particle is in a symmetric growth mode which is

resulted from helical reversals [32, 33].

a

500 nm

100 nm

b

c

d

200 nm

Fig. 9 Various spiral CNF structures that is (a) coiled (b) regular helical (c) twisted coil (d) partly

helical and partly coiled

136 S. Sufian



The irregular configurations of CNFs could also be observed in FESEM analysis

where the coiled and double-helical structures of CNFs were found in iron-based

and nickel-based catalyst samples, respectively. The later structure was developed

from two nanofibers based from two different catalyst particles which are grown in

double-helical configurations (refer to Fig. 10).

The growth of CNFs could also result in a formation of corrugated on the surface

that is known as corrugated carbon nanofibers (C-CNFs) [49]. The growth mecha-

nism of C-CNF has been described in several literatures [49, 50]. Basically, when

the surfaces of catalyst particles absorb carbon source gas, they maintain the state of

absorption until the particles become saturated with the gases. As a result, the

particles burst out all the gases uncontrollably and produce high density carbon disc

(refer to Fig. 11). Later, since all the carbons have been discharged, the absorption

takes place again. At this time while waiting for the catalyst to become saturated

again, low density of carbon discs are grown before the catalyst particles burst out

the carbon to form high density carbon discs. These processes are repeated for

several times.

a

200 nm

b

200 nm

Fig. 10 FESEM images of (a) coiled and (b) regular helical of CNF structures

High density
carbon 

Low density
carbon 

Carbon
source gas

absorb
through cat-
alyst surface

Catalyst expels
expel carbon
to form high
and low car-

bon disc 

Fig. 11 Formation of corrugated shape of CNF
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Based on TEM morphology observation it is found that there is a formation of

C-CNFs in all samples during the experiment. Most C-CNFs are found in thicker

nanofibers (more than 200 nm) and a few of them can be observed in thickness less

than 100 nm. Some good examples of formation of C-CNF and GNF in a particular

sample can be seen in Fig. 12. Thus, the nanofiber formed a corrugated shape as

described in Fig. 11.

The thicker nanofiber (from a bigger catalyst particle) shows corrugated shape is

labeled as ‘X’ while the thinner nanofiber (from a smaller catalyst particle) shows a

normal CNF platelet structure is labeled as ‘Y’. The reason is that for smaller

catalyst particle, the absorption time for carbon gases is short and the gas expelling

effect is so fast until it appears almost continuously. Thus, the corrugated shape

pattern is not observed [49]. C-CNFs can be found in different shape such as coil

shape as in Fig. 13. Most of C-CNF structures are not as smooth as CNFs. In some

situations, certain CNFs exhibit corrugated and compartmentalized morphologies

until the surface becomes uneven and ridged as seen in Fig. 13b. Such phenomenon

X

500 nm

Y

Fig. 12 Both CNFs (labeled

as ‘Y’) and C-CNFs (labeled

as ‘X’) are developed

100 nm

a b

200 nm

Fig. 13 C-CNFs at different configurations that are (a) coiled and (b) straight
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has also been observed by other researcher [51]. Similar observation can be seen in

FESEM image in Fig. 14 where the long C-CNFs have rough uneven graphitic

plane structures.

9 Conclusion

Synthesis of carbon nanofibers using Fe2O3 and NiO as the catalysts at 600�C with

ethylene as the carbon feedstock and hydrogen as the carrier gas was achieved using

C-CVD method. Apart from observing typical long, straight CNF structure of

platelet and herringbone, the synthesis has resulted in several irregular configura-

tions such as coiled, regular helical and twisted coil. This is due to the particle

catalyst geometry and the different diffusional pathways taken of carbon atoms

through the carbide phase which then leads to different growth rate. In addition,

corrugated carbon nanofibers were also observed in the samples where high and low

densities of carbon discs were formed alternately. Such phenomena occurred when

the absorbed carbon in a catalyst was saturated and burst out uncontrollably to form

high density of carbon disc. More studies would be carried out to investigate other

effects that contribute to the configurations and the properties of in each configura-

tion for future applications.
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Fig. 14 FESEM image of long straight C-CNFs with uneven surface structures
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Molecular Simulation to Rationalize Structure-

Property Correlation of Carbon Nanotube

Abhijit Chatterjee

Abstract The aim of this chapter is to discuss the role of computer simulation in

the domain of nano materials with a special emphasis on carbon nanotube. In recent

years, nanotubes have been a major focus of nanoscience and nanotechnology. It is

a self-growing field of study attracting tremendous interest, insight and effort in

research and development around the world for its multi domain applications.

Nanotube has been discovered a decade ago. With lots of its potentiality it is still

hard to rationalize the structure property correlation, which is otherwise impossible

without using computer modeling. Molecular modeling is a method, which combines

computational chemistry techniques with graphics visualization for simulating and

predicting three-dimensional structures, chemical processes, and physico-chemical

properties of molecules and solids. The current chapter while covering the issues

of electronic structural issues of nanotubes will especially focuses on the sensing

issue. It will cover the role of reactivity index to design new carbon nanotubes

efficient for sensing or storage capability at par with the global concern of environ-

mental safety. We wish to show the capability of molecular modeling as a state of

art to design new futuristic materials of interest to satisfy industrial needs.

1 Introduction

Carbon materials are found in a variety of different forms, these include graphite,

diamond, carbon fibers, fullerenes and carbon nanotubes. A fullerene by definition

is a closed convex cage molecule containing only hexagonal and pentagonal faces;

the best known of these is C-60 or the buckyball. A carbon nanotube is considered
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to be a type of giant linear fullerene. It was the discovery of fullerenes by Harold

Kroto of Sussex University and Richard Smalley at Rice University, which led to

the realization that nanotubes might exist with a diameter similar to those of the

fullerene molecules. Carbon nanotubes were first discovered in 1991 by Sumio

Iijima of the NEC Corporation in Tsukuba, Japan [1]. The samples were created by

a direct-current arc discharge between carbon electrodes in a noble gas and the

structures were examined by transmission electron microscopy (TEM). Single-wall

nanotubes were then subsequently discovered 2 years later by Iijima [2] group at

NEC and Donald Bethune [3] group at Almalden Research Center in California.

Whereas the multi-wall nanotubes had diameters of the order tens of nanometers

across, the typical diameter of a single-wall nanotube was just 1 or 2 nm with the

lowest diameter being approximately.

1.1 Hybridization in a Carbon Atom

Carbon is the sixth element in the periodic table, it has six electrons and is listed at

the top of column IV. These electrons occupy the 1s2, 2s2 and 2p2 atomic orbital.

The 1s2 contains two strongly bound core electrons and the 2s22p2 contain the

more weakly bound valence electrons. These valence electrons form 2s, 2px, 2py

and 2pz orbital and it is these that are important in forming covalent bonds in carbon

materials. Now because the energy difference between the upper 2p energy levels

and lower 2s level is small compared to the binding energy of the chemical bonds,

these four electrons can mix with each other leading to an increase in the binding

energy of the Carbon atom and its neighbors. This mixing of 2s and 2p orbital is

called Hybridization and the mixing of a single 2s level with n ¼ 1, 2, 3 2p

electrons is called spin hybridization. When dealing with carbon nanotubes the

sp2 hybridization is important, here three s bonds per carbon atom are formed and

these bonds make a skeleton for a planar structure in two dimensions. This two-

dimensional honeycomb structure can be seen in Figure 1 where the atoms would

be located on the six points of the hexagons. A single wall carbon nanotube

(SWCNT) can be described as a rolled up sheet of graphene that forms a cylinder

with a diameter between 0.7 and 10 nm, though most have diameters are less than

2 nm. The two-dimensional graphene structure is simply a single atomic layer of

graphite, which is the three-dimensional form of carbon. The structure of the single

wall carbon nanotube (SWCNT) is determined by the orientation of the hexagonal

ring of the carbon atoms in the honeycomb lattice relative to the axis of the

nanotube. Figure 2 shows some examples of the tubes and it can be seen from

here that the direction of the hexagonal ring can be taken as almost arbitrary without

any distortion to the ring. However, there will be distortion due to the curvature of

the tube. This means there are many possible structures for a carbon nanotube even

though the tube is always cylindrical in shape.

In the above diagram Figure 1, the vector OA is the chiral vector, with a chiral

angle of q, for the (N,M) ¼ (5,2) nanotube. The rectangle OBB0A is the repeat unit
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for the nanotube. It is this repeat unit that is rolled into a cylinder to form the

nanotube. The basic structure of a SWCN is specified by a single vector called the

chiral vector Ch. This vector is defined as OA and this is the section of the nanotube

perpendicular to the nanotube axis, which when rolled up is the circumference of

the tube. Figure 1 shows the unrolled lattice of the nanotube, and in this case, the

direction of the nanotube axis is given by the vector OB. The lattice can then be

rolled to form a cylinder by lining up the points so that O is on top of A and B is on

Fig. 2 The model for 9,0

zigzag; 5,5 arm-chair and 6,4

chiral nanotube

B

O

−a2

−a1

B′

B

A

Fig. 1 Model of the two dimesional graphene sheet
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top of B. The chiral vector Ch is then determined by the real space lattice vectors a1

and a2, which are also defined in Fig. 1 and this leads to the following equation:

Ch ¼ na1 þ ma2 ¼ ðn;mÞ (1)

The main symmetry classification of a tube is defined as being either achiral or

chiral. An achiral tube is defined as one where the mirror image of the tube is

identical to the original one. A chiral tube is then defined as a tube where the mirror

image cannot be superposed onto the original tube and they show spiral symmetry.

There are two types of achiral tubes, which are named armchair and zigzag

nanotubes. These two types can be seen in Fig. 2 where (5, 5) is an armchair tube

and (9, 0) is a zigzag tube. These two tubes get their names from the shape of the

cross-sectional ring at the edge of the nanotubes. An armchair nanotube is then

defined as the case where n ¼ m in (1), a zigzag corresponds to the case where

m ¼ 0. All other chiral vectors corresponds to the production of a chiral nanotube

but this is subject to the constraint that m is less than or equal to n.

There has been a high level of interest in understanding the electronic properties of

single walled carbon nanotubes (SWNT) due to potential applications in microelec-

tronics as a new class of electronic materials and energy storage as a new type of

electrode material. It is well known that the chemical and physical properties of

SWNT differ substantially with changes in nanotube diameter and chirality [4]. It is

proposed theoretically that a very small diameter zigzag SWNT can undergo sponta-

neous coalescence, or cross-linking, forming a two-dimensional layered structures

[5]. These structures of ordered sheets of cross-linked, deformed nanotubes are highly

unique and we anticipate that these hypothetical materials should exhibit novel

chemical and physical properties. The layered structure also makes it feasible to

intercalate a variety of chemical species (dopants) into the material, analogous to

what has been observed for graphite. The intercalation of molecular and atomic

species in graphite has resulted in a large number of novel compounds with unique

properties, including high electrical conductivity and, in some cases, novel magnetic

and thermal transport properties [6]. Among the graphite intercalation compounds,

those intercalation compounds of the alkali metals have been studied most exten-

sively [7]. A significant level of interest in lithium intercalation has resulted from the

use of graphitic carbons as anode materials in lithium ion batteries. Certain examples,

such as C24K, can also reversibly absorb gases, including hydrogen, and may

undergo phase transitions under certain conditions [8]. Since the discovery of single-

and multi-walled carbon nanotubes, the intercalation chemistry and doping of carbon

nanotubes have been an area of considerable activity [9, 10].

1.2 Electronic Structure

One of the main features of the carbon nanotube is that theory predicts that

some will act as semiconductors while others will act as nearly perfect metallic
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conductors. The electronic structure of a single wall carbon nanotube is obtained

from that of the graphene sheet. In rolling up the graphene sheet, periodic boundary

conditions are imposed in the direction of the circumference denoted by the chiral

vector Ch. The wave vector associated with Ch becomes quantized, while the wave

vector associated with the direction along the axis remains continuous for a tube of

infinite length. These periodic boundary conditions are used to obtain the energy

eigenvalues of a nanotube and define the small number of allowed wave vectors k,

in the direction of the circumference.

C:k ¼ 2pj (2)

This means that the energy bands of a nanotube consist of a set of one

dimensional energy dispersion relations which are cross sections of the one

found in graphene. The energy of the electronic states in graphene as a function

of the wave vector, k, is plotted near the Fermi energy. When the energy disper-

sion relations of two-dimensional graphite are folded so that the wave vectors are

parallel to k2, as shown in Fig. 3a. Thus N pairs of 1-D energy dispersion relations

are obtained. N is the number of hexagons in the cut out sheet of graphene, which

is defined from the chiral vector and the length of the tube. These energy

dispersion relations correspond to the energy dispersion relations of a single

wall carbon nanotube. These energy dispersion relations are the cross-sections of

the energy dispersion surface of 2-D graphene, where the cuts have been made on

the lines of intersections

kK2=K2j j þ pK1 (3)

If for a particular (n, m) nanotube, the cutting line passes through a K point

where the energy bands of 2-D graphite are degenerate then the one dimensional

Fig. 3 (a) Shows the Brillion zone for a carbon nanotube, (b) shows the condition for metallic

energy bands
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energy bands have a zero energy gap. Also the density of states at the Fermi level

has a finite value for these tubes and they are therefore metallic. However, if the

cutting line does not pass through one of these K points, then the carbon nanotube is

predicted to show semiconducting behavior with a band gap between the valence

and conduction bands.

The condition for obtaining a metallic energy band is that the ratio of the

length of vector YK to that of K1 in Fig. 3b is an integer. Since the vector YK is

given by

Y~K ¼ 2nþ m

3
K (4)

the condition for metallic nanotubes is that (2n þ m) or equivalently (n � m) is a

multiple of 3. This leads to the cases that all armchair nanotubes are metallic, and

zigzag nanotubes are only metallic if n is a multiple of 3.

1.3 Applications of Carbon Nanotubes

The numerous properties that carbon nanotubes possess could lead to many diverse

applications for their use. One of the primary uses could be in electronic devices

where their size could be an important fact in the drive towards smaller and smaller

devices, which is reaching the nanometer scale. The nanotube may eventually be

used as the interconnections between electronic components and as logic and

storage devices. Another application is to use tubes as devices to store energy,

where they could be used as batteries or fuel cells. One of the most promising

applications in this area is the hydrogen fuel cell, which may be used as a source of

portable energy in the future. The hydrogen fuel cell works by converting the

hydrogen to water and releasing electronic energy in the process. The main problem

with hydrogen is the fact that it is a flammable gas, which means it is difficult to

store. There are some materials that absorb hydrogen and then release it again,

Palladium for example. However, it was discovered in 1993 [2] that it was possible

to store various gases in single wall carbon nanotubes, hydrogen being one of these.

This marks them out as one of the prime candidates for use as a fuel cell. Carbon

nanotubes have a structure which is almost perfect, the absence of virtually any

defects leads to an enhancement in the strength of the material and these tubes rank

among the strongest known materials. Nanotubes are exceptionally rigid with a

Young’s modulus in the terapascal range, this makes them almost an order of

magnitude more rigid than steel. In fact single wall carbon nanotubes are so strong

and light that it would be possible to construct a wire that extended into space

without it breaking under its own weight. These features indicate that single wall

carbon nanotubes may well replace synthetic graphite fibers and revolutionize the

materials industry. There are also many other applications where the carbon nanotube

may be useful, from electronic transistors to field emission lamps for use in displays
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and their unique properties will mean that they will become important in many

applications as research into them carries on. There are also many other applica-

tions where the carbon nanotube may be useful, from electronic transistors to field

emission lamps for use in displays and their unique properties will mean that they

will become important in many applications as research into them carries on. An

exemplary application of reactivity in Gas sensor with single-wall carbon nanotube:

In this part, we wish to explore interatomic interaction as well intermolecular

interaction through the center of activity. Since the discovery of the structure of

carbon nanotubes (CNTs) or SWNT, much effort has been devoted to finding uses

of these structures in applications ranging from filed-emission devices to other

nanodevices [11, 12]. Kong et al. [13] proposed for the first time the use of CNTs as

gas sensors. Experimental data have shown that transport properties of SWNT

change dramatically upon exposure to gas molecules at ambient temperature [14].

Main advantage of the open SWNT bundles is that they provide a larger number of

adsorption sites. As a result, the adsorption capacity is significantly increased

and several new structures and phase transitions were observed [15]. A recent

study of Andzelm et al. [16] indicate that the semiconducting SWNTs can serve as

gas sensors for several gases like CO, NH3, H2, etc. However, NH3 shows an

intriguing behavior compared to other gasses. NH3 molecule can binds weakly

with CNTs, yet can change the conductance significantly. This discrepancy was

explained by assuming that the NH3 binds at defects. For a semiconducting

SWNT exposed to 200 ppm of NO2, it was found that the electrical conductance

can increase by three orders of magnitude in a few seconds. On the other

hand, exposure to 2% NH3 caused the conductance to decrease up to two orders

of magnitude [17]. Sensors made from SWNT have high sensitivity and a fast

response time at room temperature, which are important advantages for sensing

applications.

It is very difficult to obtain conductance by quantum mechanical calculation as it

will be very much CPU intensive, but measurement of conductance is an utmost

important parameter to prove the efficiency of the nanotubes as gas sensors, which

is the experimental way of measuring sensors. Thus, a method was developed by

calculating the change in the reactivity index before and after the application of the

reaction field. The reactivity index provides information about the activity of the

gas molecules over SWNT, if the activity changes then the sensing behavior will

change. This is a simplistic approach, which is cost-effective to new material design

for the sensor industry.

2 Model

The lattice parameter is a ¼ b ¼ 11.483001 and c ¼ 24.595121; alpha ¼ beta ¼
90.0 and gamma ¼ 120.0. We consider here a arm-chair CNT (10, 10) with

diameter of 13.56 Å, as this SWNT is the most frequently observed experimentally.

The armchair SWNT is comprised of cylindrical sheet of hexagons with long axes
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perpendicular to the tube axis, while they are parallel in the zigzag SWNT. A

nanotube is formed by rolling a graphene sheet into a cylinder. Its structure can be

uniquely characterized by defining the indices N and M of the chiral vector:

Ch ¼ N�a1þM�a2 (5)

The vectors a1 and a2 are the principle lattice vectors of a graphene sheet.

The choice of such a tube is based on the following arguments:

l It displays metallic properties
l Its diameter ranges within the experimental distribution of tube sizes
l Its length corresponds to a reasonable compromise which allows us to neglect

the side effects for the molecular adsorption and to preserve relatively short

computational times
l The adsorption of a single molecule on this tube (Fig. 4) yields a coverage equal

to 5 � 10�3 if we consider that one carbon hexagon on the tube corresponds to

one adsorption site

3 Method

Absolute adsorption isotherms were computed using a Grand Canonical Monte

Carlo (GCMC) calculation algorithm, which allows displacements (translations and

rotations), creations and destructions. The GCMC method was convenient to

Fig. 4 Model of CNT with adsoprbed molecules within
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simulate adsorption [18] and carried out by the Sorption module in Materials Studio

software of Accelrys Inc, which can execute a series of fixed pressure simulations at

a set temperature in a single step. At the start of the Sorption run, a fixed pressure

simulation is performed for a specified number of steps between the start and end

fugacity set. In the default setup, the start fugacity of each component is increased

linearly to the end fugacity with an equidistant step. However, it is also possible to

regulate those steps to space logarithmically; in that case, the logarithm of the start

fugacity of each component is increased linearly to the logarithm of the end

fugacity in equidistant steps (the fugacity thus increases exponentially). Sorption

result reports the sum of component fugacities as the total fugacity. This is equal to

the pressure if the reservoir is an ideal gas. The equilibration steps and the

production steps were set to 1,000,000 and 1,000,000,000, respectively Monte

Carlo moves. We have saved the frames for every 1,000 steps. Materials Studio

database provides various types of forcefields. The GCMC workflow (Fig. 5) looks

like the following Figure 5.

We have performed the GCMC calculation on the selected CNT with all the

diatomic molecule. The adsoprtuon isotherm is calculated for all the respective

molecules. The configurations are sampled from a grand canonical ensemble. In the

grand canonical ensemble, the fugacities of all components, as well as the temper-

ature, are fixed as if the framework was in open contact with an infinite sorbate

reservoir with a fixed temperature. The reservoir is completely described by the

temperature plus the fugacities of all components and does not have to be simulated

explicitly. So once can find the probability of the loading of the molecule in the

vacant space of the periodic structure. During the course of the simulation, sorbate

molecules within the framework are randomly rotated and translated, and, in

Select Initial Configuration Equilibration

Select a molecule at random and move it

Select a component i at random with constant probability

Random decision to add or remove a molecule

Add a molecule of component i

Remove a molecule of component i

Fig. 5 Grand Canonical Monte Carlo (GCMC) workflow
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addition, sorbates are randomly created in and deleted from the framework. The

configuration that results from one of these steps is accepted or rejected according

to the selection rules of the Monte Carlo method being used for the simulation.

4 Grand Canonical Monte Carlo (GCMC) Results

The results are shown below in Fig. 6, the results show the loading of different gases

in the nanotube. This trend will be then compared to identify the capability of the

gases to adsorb in CNT and therefore may act as a selective adsorption. The results

were compared with experimental adsorption to see if they match.

The results were further compared with experimental observation [19]. It is seen

that the adsorption isotherm type looks same as that of experiment, to justify the

reliability of our model. The results are shown in Fig. 7. Similar trend is as well

observed for the experimental numbers.

Nitrogen adsorption on two types of single walled CNT bundles at both subcriti-

cal and supercritical temperature is studied to understand the role of external

surface in the type of isotherm [20]. It is observed that on an infinite periodic

hexagonal bundle without an external surface a subcritical adsorption of type 1 with

two steps is formed. At higher coverage multilayer adsorption and wetting occur on

the external surface as the bulk phase approaches saturation. The experimental

scenario is shown below in Fig. 8, which can be compared with the isotherm of

Fig. 6 Adsorption isotherm for individual gas molecules with CNT
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Fig. 6 with a consideration that the one step is due to the single CNT used in

simulation.

The GCMC results shows that the trend matches with experiment. The loading

steadily increases with hydrogen probably due to size. There is a variation of

order in gases except hydrogen; there is no drastic difference. Carbon dioxide

and nitrogen dioxide show a sort of similar trend. The adsorbed molecules are at a

average distance of roughly around 2.0 Å with a cut off distance used of 5 Å.

Fig. 8 Nitrogen adsorption

isotherms on a semilog

arithmic scale of bulk

pressure on the periodic

bundle at 77 and 100 K

Fig. 7 Comparison of adsorption isotherm for adsorption of H2 molecules with CNT

Molecular Simulation to Rationalize Structure-Property 153



5 Density Functional Theory (DFT) Calculation Method

All the calculations related to the transition state were performed with Density

Functional theory (DFT) [21] using DMol3 [22–24] code of Accelrys Inc. BLYP

exchange correlation functional [25, 26] and DNP basis set [27]. The transition state

calculations were performed using the synchronous transit methods as included in

the DMol3 module of Accelrys Inc.

6 Reactivity Concept and Theory

The Hard and Soft Acid and Bases (HSAB) principle classifies the interaction

between acids and bases in terms of global softness. Pearson proposed the global

HSAB principle [28, 29]. The HSAB principles classify the interaction between

acids and bases in terms of global softness and this has been validated further [30–

39]. The global hardness was defined as the second derivative of energy with

respect to the number of electrons at constant temperature and external potential,

which includes the nuclear field. The global softness is the inverse of global

hardness. Pearson also suggested a principle of maximum hardness (PMH) [40,

41], which states that, for a constant external potential, the system with the

maximum global hardness is most stable. PMH has also been studied extensively

to further probe into both inter- and intra-molecular interactions [42–47]. In recent

days, DFT has gained widespread use in quantum chemistry [48–51]. For example,

some DFT-based local properties, e.g., Fukui functions and local softness have

already been successfully used for the reliable predictions in various types of

electrophilic and nucleophilic reactions. On the other hand, the reactivity index

finds its application in material designing. We proposed a reactivity index scale for

heteroatomic interaction with zeolite frame work [52]. Moreover, the role of water

during nucleation process can also be monitored efficiently in terms of solvation

energy to rationalize the fundamental mechanism of crystal growth [53]. A range of

reactivity index along with DFT was fruitful to determine the activity of nitrogen

heterocyclics present in biomacromolecules and its suitable sorbent from the

dioctahedral smectite family [54]. In another approach, a novel function l was

introduced for quantitative description of weak adsorption cases, which was so far

qualitative inside the domain of DFT. In addition to that, several calculations were

performed to derive group softness [55] for inter and intra-molecular reactivity for

nitro aromatics and its adsorption over clay matrices and contributed to the devel-

opment of the methodology and its application in various systems [56–58].

In density functional theory, hardness (Z) is defined as [41]

� ¼ 1=2ð@
2E
�
@N2ÞvðrÞ ¼ 1=2ð@m=@NÞv (6)

Where E is the total energy, N is the number of electrons of the chemical species

and the chemical potential.
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The global softness, S, is defined as the inverse of the global hardness, Z.

S ¼ 1=2� ¼ ð@N=@mÞv (7)

Using the finite difference approximation, S can be approximated as

S ¼ 1=ðIE� EAÞ (8)

where IE and EA are the first ionization energy and electron affinity of the

molecule, respectively.

The Fukui function f(r) is defined by [42]

f ðrÞ ¼ ½@m=@vðrÞ�N ¼ ½@rðrÞ=@N�v (9)

The function ‘f’ is thus a local quantity, which has different values at different

points in the species, N is the total number of electrons, m is the chemical potential

and v is the potential acting on an electron due to all nuclei present. Since r(r) as a
function of N has slope discontinuities, (6) provides the following three reaction

indices [42]:

f�ðrÞ ¼ ½@rðrÞ=@N�v
�

governing electrophilic attackð Þ

fþðrÞ ¼ ½@rðrÞ=@N�v
þ
governing nucleophilic attackð Þ

f 0ðrÞ ¼ 1=2½ fþðrÞ þ f�ðrÞ� for radial attackð Þ

In a finite difference approximation, the condensed Fukui function [42] of

an atom, say x, in a molecule with N electrons are defined as:

f 0ðrÞ ¼ 1=2½ fþðrÞ þ f�ðrÞ� for nucleophilic attackð Þ (10)

fx
� ¼ ½qxðNÞ � qxðN � 1Þ� for electrophilic attackð Þ

fx
0 ¼ ½qxðN þ 1Þ � qxðN � 1Þ=2� for radical attackð Þ

where qx is the electronic population of atom x in a molecule.

The local softness s(r) can be defined as

sðrÞ ¼ ð@rðrÞ=@mÞv (11)

Equation (3) can also be written as

sðrÞ ¼ ½@rðrÞ=@N�v½@N=@m�v ¼ f ðrÞS (12)
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Thus, local softness contains the same information as the Fukui function f(r) plus

additional information about the total molecular softness, which is related to the

global reactivity with respect to a reaction partner, as stated in HSAB principle.

Thus the Fukui function may be therefore is thought of as a normalized local

softness. Atomic softness values can easily be calculated by using (12), namely:

sx
þ ¼ ½qxðN þ 1Þ � qxðNÞ�S (13)

sx
� ¼ ½qxðNÞ � qxðN � 1Þ�S

sx
0 ¼ ½qxðN þ 1Þ � qxðN � 1Þ=2�S

We have further explained the interaction energy scheme as follows. Let us

consider a process where AB is the final product formed at equilibrium after

combination of isolated A and B species present. With the existing knowledge,

this is recognized that A and B interacts in two steps: (1) interaction will take place

through the equalization of chemical potential at constant external potential and (2)

A and B approach the equilibrium state through changes in the electron density of

global system generated by making changes in the external potential at constant

chemical potential. Thus, within DFT we can write

DEinter ¼ E rAB½ � � E rA½ � � E rB½ � (14)

where rAB, rA, rB are the electron densities of the systems AB at equilibrium and

of the isolated systems A and B, respectively or in terms of the potentials we can

write

DEinter ¼ DEvþ DEm (15)

where, DEv ¼ �1=2 mA� mBð Þ2.
SAþ SBð Þ

h i

DEm ¼ �1=2NAB2k 1= SAþ SBð Þ
h i

NAB total number of electrons, k is the proportionality constant between SAB

and SA þ SB, product of N2 and K is l.

DEm ¼ �1=2ð Þl= SAþ SBð Þ

If the interaction is taking place through j site of A,

lAj ¼ qAjeq � qAj0 (16)

qAjeq is density of jth atom of A in complex AB and qAj0 is the density in isolated

system.
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7 Molecular Modeling

Here, we have first optimized all the molecules and half of the CNT using the same

level of theory with DFT as mentioned earlier. We have then calculated the Fukui

function for the individual molecules. The results for the global softness, Fukui

function, and the local softness values were calculated for the nucleophilic and

electrophilic behavior and shown in Table 1, Figs. 9a, b and 10a, b represents the

Fig. 9 (a) The electrophilic

Fukui function of hydrogen is

plotted as an isosurface with a

grid of 0.2 Å. (b) The

nucleophilic Fukui function

of hydrogen is plotted as an

isosurface with a grid of

0.2 Å

Table 1 Reactivity parameters for all the interacting molecules

Global Softness, Fukui Function and Local Softness of the Interacting Molecules

System Global softness fx
þ sx

þ fx
� sx

�

N2 (free) 1.956 0.5 0.98 0.5 0.98

N2 (adsorbed) 1.956 0.22 0.43 0.22 0.43

O2 (free) 1.589 0.22 0.34 0.22 0.34

O2 (adsorbed) 1.589 0.24 0.38 0.24 0.38

H2 (free) 2.150 0.36 0.77 0.36 0.77

H2 (adsorbed) 2.150 0.07 0.15 0.07 0.15

C of CO2 (free) 2.666 0.22 0.59 0.45 1.20

C of CO2 (adsorbed) 2.666 0.30 0.78 0.50 1.30

O of CO2 (free) 2.666 0.27 0.72 0.39 1.04

O of CO2 (adsorbed) 2.666 0.01 0.03 0.04 0.11

N of NO2 (free) 2.680 0.21 0.56 0.21 0.56

N of NO2 (adsorbed) 2.680 0.36 0.96 0.26 0.69

O of NO2 (free) 2.680 0.14 0.37 0.14 0.37

O of NO2 (adsorbed) 2.680 0.03 0.08 0.12 0.32

Fig. 10 (a) The electrophilic

Fukui function of carbon

dioxide is plotted as an

isosurface with a grid of

0.2 Å. (b) The nucleophilic

Fukui function of carbon

dioxide is plotted as an

isosurface with a grid of

0.2 Å
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plot of electrophilic and nucleophilic Fukui function for the H2 and CO2 molecules,

respectively. We have also calculated the same Fukui function and plotted the

electrophilic function only for the CNT. A drastic change in the Fukui function

values was observed for H2 and CO2. Hydrogen shows a lower softness values

compared to that of CO2. The order of activity for all the interacting molecules after

adsorption over CNT is CO2 > NO2 > N2 > O2 > H2. To validate this order we

have optimized the half of the nanotube first and monitored the electrophilic Fukui

function (Fig. 11). This is followed by the adsorption of H2 and CO2 through a

grand canonical Monte Carlo (GCMC) simulation methodology using the Sorption

tools of Accelrys [59]. The configurations are sampled from a grand canonical

ensemble. In the grand canonical ensemble, the fugacity of all components, as well

as the temperature, are fixed as if the framework was in open contact with an infinite

sorbate reservoir with a fixed temperature. The reservoir is completely described by

the temperature plus the fugacity of all components and does not have to be

simulated explicitly. The adsorption isotherm for the gas molecule has also been

calculated to compare with the experiment. A Langmuir-type isotherm for a fixed

pressure of gas was observed. The minimum energy adsorption configuration is

shown in Figs. 12 and 13, respectively, for carbon dioxide and hydrogen. We have

as well plotted the electrophilic Fukui function for the adsorption complex of

carbon dioxide and hydrogen as oriented over the CNT, as shown in Figs. 14 and

15, respectively. We have then taken that geometry of the local minima and

optimized the geometry with DFT by using the same level of theory in which we

have optimized the whole complex molecule. The next step is the calculation of

binding energy in the presence and absence of the electric field. We have calculated

the binding energy in presence of electric field of 0.05 a.u. in the same direction

with the CNT length. There results of binding energy are shown in Table 2. There is

a variation in the order of energy, but the trend remains same. The energy gap looks

very narrow for the adsorption complex. Finally, we have performed only the

interaction energy calculation using DFT. No change in the order of activity was

found, but the numbers are more robust than the binding energy. The order obtained

by binding energy follow the same order as obtained from Fukui function calcula-

tion. This shows that the method is robust and can be dependable for localized

Fig. 11 The electrophilic

Fukui function of single wall

CNT is plotted as an

isosurface with a grid of

0.2 Å. The localized minima

as obtained after the GCMS

simulation with carbon

dioxide adsorption over

single wall CNT with a fixed

fugacity of 100 kPa
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interactions. This is an example to design new material for again an application

with a recent need where experimentation is hard and designing is difficult.

In summary, we have performed first principles calculations on the electronic

properties of a nanotube upon adsorption of gas molecules. We found that all

molecules are weakly adsorbed on SWNT with small charge transfer, while they

Fig. 12 The localized

minima as obtained after the

GCMS simulation with

carbon dioxide adsorption

over single wall CNT with a

fixed fugacity of 100 kPa

Fig. 13 The localized minima as obtained after the GCMS simulation with hydrogen adsorption

over single wall CNT with a fixed fugacity of 100 kPa
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can be either a charge donor or an accepter of the nanotube. The adsorption of some

gas molecules on SWNTs can cause a significant change in electronic and transport

properties of the nanotube due to the charge transfer and charge fluctuation. The

molecule adsorption on the surface or inside of the nanotube bundle is stronger than

that on an individual tube.

Fig. 14 The electrophilic Fukui function of carbon dioxide adsorbed over single wall CNT is

plotted as an isosurface with a grid of 0.2 Å

Fig. 15 The electrophilic Fukui function of hydrogen adsorbed over single wall CNT is plotted as

an isosurface with a grid of 0.2 Å
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There are different areas of CNT, but the simulation technology can help design

the material in terms of structure property. Carbon nano tubes interacting with

metal nanoparticles are gaining considerable interest as sensing materials, catalysts,

in the synthesis of metallic nanowires, as well as in nanoelectronics applications as

Field-Effect-Transistor (FET) devices. A systematic study of electron-beam-evap-

oration-coating of suspended SWNT with various metals reveals that the nature of

the coating can vary significantly depending upon the metal. Thus, Ti (Titanium),

Ni, (Nickel) and Pd (Palladium) form continuous and quasi-continuous coating,

while Au (Gold), Al (Aluminum) and Fe (Iron) form only discrete particles on the

SWNT surface. In fact, Pd is a unique metal in that it consistently yields good

contacts (i.e. low contact resistance) to both metallic and semiconducting nano-

tubes. For p-doped semiconductors one expects the contact resistance to go down

even further if a higher work function metal, e.g., Pt (Platinum) is used. Unfortu-

nately, Pt appears to form poor contacts to both metallic and semiconducting

SWNTs with lower p-channel conductance than Pd-contacted junctions. However,

the above result is in apparent disagreement with computed interaction energy of a

single metal atom on a SWNT, which follows the trend Eb(Pt) > Eb(Pd) > Eb

(Au), where Eb denotes the binding energy of the metal atom to the SWNT. It does

not explain why Pt consistently makes worse contacts than Pd, and why Ti, in spite

of its good wetting of a CNT surface, yields good contacts only rarely [59]. Carbon

nanotubes are a hot research area, fuelled by experimental breakthroughs that have

led to realistic possibilities of using them in a host of commercial applications: field

emission-based flat panel displays, novel semiconducting devices in microelectron-

ics, hydrogen storage devices, chemical sensors, and most recently in ultra-sensitive

electromechanical sensors. As a result they represent a real-life application of

nanotechnology.

However, two major challenges remain an obstacle to the full commercialization

of nanotube-based nanotechnologies and molecular electronic devices:

l The manipulation of individual tubes is difficult owing to their size, and
l The ability to manipulate nanotube properties to suit the application has to be

achieved

In semiconducting nanotubes, introducing impurities, a process known as

doping, is the main method of tuning properties to make electronic devices. Doping

Table 2 Binding energy of the individual molecule over CNT

Binding Energy and the Interaction Energy for the Interacting Molecule with

SWNT

Molecule Binding energy (eV) l (eV)

Normal Presence of electric

field 0.05 a.u.

in the tube direction

N2 0.42 0.46 1.56

O2 0.37 0.54 1.07

H2 0.15 0.65 0.86

CO2 0.78 0.18 2.91

NO2 0.56 0.32 1.81
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is also a way of creating chemically active impurity sites. Using CASTEP, the

researchers [60] found that, at low concentrations of nitrogen impurity (less than 1

atom%), the impurity site becomes chemically and electronically active. In addi-

tion, the team found that an inter-tube covalent bond can form between neighboring

nanotubes with impurity sites facing each other. With the advance of molecular

modeling methodology it is now possible to calculate NMR chemical shifts for

nanotubes. The 13C NMR chemical shifts of fluorinated semiconducting single-

walled carbon nanotubes (SWNTs) were computed using a gauge including projec-

tor augmented plane wave (GIPAW) density functional method. The chemical

shifts of the fluorinated carbons (Ca) were rather insensitive to the degree and

pattern of functionalization, as well as to the nanotube radius. The calculated shifts

were typically between 82 and 84 ppm, which is in excellent agreement with a

recent experimental value of 83.5 ppm. Because of the insensitivity of the shifts to

details of the nanotube’s electronic structure and diameter, the NMR signals of the

Ca carbons are a useful indicator of the degree of functionalization in a heteroge-

neous bulk sample. At high degrees of functionalization, the shifts of atoms

neighboring Camight also be useful indicators of the functionalization pattern [61].

Another important area is in the usage of nanotube in electronic material. Using

first-principles density functional theory calculations, two types of junction models

constructed from armchair and zigzag carbon nanotube (CNT) insertion into a

graphene matrix have been envisioned. It has been found that the insertion of the

CNT into the graphene matrix leads to the formation of C–C covalent bonds

between graphene and the CNT that distort the CNT geometry. However, the

hydrogenation of the suspended carbon bonds on the graphene resumes the gra-

phene-like structure of the pristine tube. The calculated band structure of armchair

CNT insertion into graphene or hydrogenation graphene opens up a band gap and

converts the metallic CNT into a semiconductor. For the zigzag CNT, the sp3

hybridization between the graphene and nanotube alters the band structure of the

tube significantly, whereas saturating the dangling bonds of terminal carbon atoms

of graphene makes the CNT almost keep the same character of the bands as that in

the pristine tube. The synthesis of our designed hybrid structures must be increas-

ingly driven by an interest in molecules that not only have intriguing structures but

also have special functions such as hydrogen storage [62].

8 Conclusion

In this chapter, we have presented an overview of nanotube with discussion of the

material, the electronic property and their applications. We have chosen one specific

application of CNT as gas sensors. We have then elaborated the reactivity index

theory from concept to industrial application. We have demonstrated that a theory

within the DFT domain based on the theory of electro negativity and explored in the

realm of electron affinity and ionization potential is capable to deliver a simple

correlation to predict the intermolecular and intra-molecular interaction. If one can
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predict the localized interaction between interacting species carefully, then it will be

possible to rationalize many chemical phenomena. The main issue of industry is to

reduce cost and to design novel material for a specific application, which is time-

consuming due to the trial and error process involved in this and as well expensive.

They need a reliable as well faster way to screen the reactants and propose the

products, which can be handled well by computer simulation technology with current

reactivity index. We here have tried to share with you its capability through the CNT

application examples to show that reactivity is an emerging area for material design-

ing from nanocluster through nanowire, nanotube to biomaterial applications. The

effort will only be successful if one believes in this and tries to explore around to

make it more robust and develop the way to apply this unique theory to all possible

material of choice and interest. We have also shared some of the key features of the

newest first principle calculation to design utility for CNT matrices.
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Carbon Nanostructured Materials

Azira Abdul Aziz, Suriani Abu Bakar, and Mohamad Rusop

Abstract In recent years, a lot of work has been focused on the synthesis of novel

materials, clusters, and molecules which are unique in many ways. Numerous

attempts to synthesize the theoretically predicted solids have been published. This

chapter summarised the carbon materials in various forms; crystalline and non-

crystalline. Carbon constitutes a class of new materials with a wide range of

compositions, properties, and performance. Due to its unique optical and electrical

properties, carbon has potential applications in vast fields especially in semicon-

ductor devices. The structure and properties of the various crystalline carbon

materials are reviewed. Related carbon based materials such as fullerenes, carbon

fiber, glassy carbon, carbon black, amorphous carbon, diamond, graphite and

buckminsterfullerene mentioned briefly as well as carbon nanotubes (CNTs). The

CNTs preparation and characterization methods are presented and discussed in

depth. However, it can be stated that a fascinating new field in the area of carbon

has been discovered, which gives motivation for further studies dedicated to

fundamental questions as well as the exploitation of the novel materials for indus-

trial applications.
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1 Introduction

Carbon has been known since ancient times in the form of soot, charcoal, graphite

and diamonds. Ancient cultures did not of course realize that these substances were

different forms of the same element. ‘Carbon’ is derived from the Latin carbo,

meaning charcoal. Carbon based materials, clusters and molecules are unique in

many ways and allotropes of carbon are inter convertible to each other suitable

temperature and pressure. Carbon is most commonly obtained from coal deposits,

although it usually must be processed into a form suitable for commercial use.

Three naturally occurring allotropes of carbon are known to exist: amorphous,

graphite and diamond. Under ambient condition, the graphite phase with strong

in-plane trigonal bonding is a stable phase. Under high pressure (60,000 atm) and

temperature (2,000 K) graphite can be converted to diamond and when exposed to

irradiation or heat, diamond will quickly transform back to the more stable graphite

phase. Carbon has atomic number of 6 and is classified in group IV of the second

period of the periodic table and has 1s22s22px
1py

1 electronic ground state configu-

ration. In the graphite structure, strong in plane bonds are formed which is denoted

by trihedral sp2 and in diamond structure, they are tetrahedrally bonded sp3

configuration.

2 Carbon Structures

Carbon is a fascinating and very unique element because it can assume various

forms and structures. It is very abundant and is the basis of organic life. Carbon has

two features which, taken together, make it quite unique: a carbon atom can bond

with another carbon atom in several configurations (different hybridizations of the

C-C bond), and can also bond with many other elements, among those hydrogen,

nitrogen and oxygen. In order to understand the nature of the carbon bond it is

necessary to examine the electronic structure of the carbon atom. Carbon contains

six electrons, which are distributed over the lowest energy levels of the carbon

atom. The structure is designated as follows (1s2), (2s), (2px), (2py), (2pz) when

bonded to atoms in molecules electron. The configuration of ground state (lowest

energy state) of carbon is shown in Fig. 1 below.

The lowest energy level 1s with the quantum number N ¼ 1 contains two

electrons with oppositely paired electron spins. The electron charge distribution in

an s state is spherically symmetric about the nucleus. The 1s electrons do not parti-

cipate in the chemical bonding. The next four electrons are in the N ¼ 2 energy

state, one in a spherically symmetric s orbital, and three in px, py, and pz orbitals,

1s2 2s2 2p2

Fig. 1 The configuration of

ground state (lowest energy

state) of carbon
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which have the very directed charge distributions shown in Fig. 1, oriented perpen-

dicular to each other. The outer s orbital together with the three p orbitals form the

chemical bonds of carbon with other atoms. The charge distribution associated with

these orbitals mixes (or overlaps) with the charge distribution of each other atom

being bonded to the carbon. In effect, the electron charge between the two carbon

atoms of a bond can be viewed as the glue that holds the atoms together.

From the ground state electron configuration, one can see that carbon has four

valence electrons, two in the 2s subshell and two in the 2p subshell. The 1s electrons

are considered to be core electrons and are not available for bonding. There are two

unpaired electrons in the 2p subshell, so if carbon were to hybridize from this

ground state, it would be able to form at most two bonds. Recall that energy is

released when bonds form, so it would be to carbon’s benefit to try to maximize the

number of bonds it can form. For this reason, carbon will form an excited state by

promoting one of its 2s electrons into its empty 2p orbital and hybridize from the

excited state. By forming this excited state, carbon will be able to form four bonds.

The excited state configuration is shown in Fig. 2 below.

In order to determine the hybridization on a carbon atom, Lewis structure must

be drawn. From the Lewis structure, the numbers of groups around the central

carbon need to be counted. A group represents the regions of electron density

around the carbon, and may be single, double or triple bonded. The number of

groups represents how many hybrid orbitals have formed. The number of hybrid

orbitals formed equals the number of atomic orbitals mixed. The description of the

atomic orbitals mixed is equivalent to the hybridization of the carbon atom.

The Lewis structure shows four groups around the carbon atom. This means four

hybrid orbitals have formed. In order to form four hybrid orbitals, four atomic

orbitals have been mixed. The s orbital and all three p orbitals have been mixed,

thus the hybridization is sp3. By using the atomic orbitals of excited state carbon

found in the valence shell. The four sp3 hybrid orbitals will arrange themselves in

three dimensional space to get as far apart as possible (to minimize repulsion). The

geometry that achieves this is tetrahedral geometry, where any bond angle is 109.5�

as described in Fig. 3.

Each hybrid orbital contains one electron. A hydrogen 1s orbital will come in and

overlap with the hybrid orbital to form a sigma bond (head-on overlap). The Lewis

structure shows three groups around each carbon atom. This means three hybrid

orbitals have formed for each carbon. In order to form three hybrid orbitals, three

atomic orbitals have been mixed. The s orbital and two of the p orbitals for each

carbon have been mixed, thus the hybridization for each carbon is sp2. By referring to

Fig. 4, using the atomic orbitals of excited state carbon found in the valence shell.

The three sp2 hybrid orbitals will arrange themselves in three dimensional space

to get as far apart as possible. The geometry that achieves this is trigonal planar

1s2 2s1 2p3
Fig. 2 The excited state

configuration of carbon
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geometry, where the bond angle between the hybrid orbitals is 120�. The unmixed

pure p orbital will be perpendicular to this plane and each carbon atom is sp2, and

trigonal planar as shown in Fig. 5.

The head-on overlap of sp2 orbitals forms a bond and the side by side overlap of

pure p orbitals forms a pi bond between the carbon atoms. This accounts for the

carbon-carbon double bond. Each carbon is trigonal planar with a bond angle of

120�. By referring to acetylene, C2H2 the Lewis structure, shows two groups around

Fig. 3 The sp3 hybridization

structure (three-dimension)

2s

Mix 3 atomic orbitals, leaving 1 pure 2p orbital

three sp2 hybrid orbitals have 
formed, each having one electron

one unmixed pure p orbital
having one electron 

+

+

2p 2p

Fig. 4 The schematic diagram of sp2 hybrid orbitals

pi bond (aide by aide overlap of pure p orbitals)

aigmabond (head on overlap of hybrid orbitals)

Fig. 5 The head-on overlap of sp2 orbitals

168 A.A. Azira et al.



each carbon atom. This means two hybrid orbitals have formed. In order to form

two hybrid orbitals, two atomic orbitals have been mixed. By using the atomic

orbitals of excited state carbon found in the valence shell as shown in Fig. 6.

The two sp hybrid orbitals arrange themselves in three dimensional space to get

as far apart as possible. The geometry which achieves is linear geometry with a

bond angle of 180�. The two pure p orbitals which were not mixed are perpendicu-

lar to each other. The triple bond consists of one sigma bond and two pi bonds. The

geometry around each carbon is linear with a bond angle of 180�.
Solid carbon has twomain structures called allotropic forms that are stable at room

temperature: diamond and graphite. Diamond consists of carbon atoms that are

tetrahedrally bonded to each other through sp3 hybrid bonds that form a three

dimensional network. Each carbon has four nearest-neighbour carbons. Graphite

has a layered structure with each layer, called a graphite sheet, formed from hexagons

of carbon atoms bound together by sp2 hybrid bonds that make 120� angles with each
other. Each carbon atom has three nearest-neighbour carbons in the planar layer. The

hexagonal sheets are held together by weaker van der Waals forces. Van der Waals

forces exists from the clusters of gases tend to be larger because of their atoms have

closed shells that are held together by much weaker forces.

Crystalline carbon can be found in essentially two forms in nature, namely

graphite and diamond. They correspond to two different ways of forming a bond

between carbon atoms, namely the sp2 (typical of graphite, with three nearest

neighbours arranged in the same plane) and sp3 bond (typical of diamond, with

four nearest neighbours located at the tips of a regular tetrahedron). Although they

are both formed of pure carbon, their chemical and physical properties are very

different and in some aspects completely opposite. In graphite, the planar graphene

sheets of sp2-bonded carbon atoms glide easily in a direction parallel to the planes,

resulting in a very soft material while diamond is among the hardest materials

known. Graphite is a zero gap semiconductor while diamond is a high band gap

semiconductor. Graphite is opaque, while diamond is transparent. It exists in

different allotropic forms that give rise to its versatile behavior. In the amorphous

form it is powdery in nature and black in color. It becomes the hardest substance

known and has a shining appearance in the allotropic form of diamond. Catenation,

the self-linking property of carbon atoms is responsible for much of organic

2s

Mix 2 atomic orbitals, leaving 2 pure 2p orbitals

two sp hybrid orbitals have 
formed, each having one electron

two unmixed pure p orbitals
each having one electron 

+

+

2p 2p

Fig. 6 The schematic diagram of two sp hybrid orbitals
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chemistry. The role of carbon clusters and carbon clouds in the interstellar region

and in atmosphere remains to be understood [1]. In 1980, only three forms of

carbon, namely diamond, graphite and amorphous (non-crystalline carbon).

The chemical element carbon can combine with itself and other elements in three

types of hybridisations. This gives the rich diversity of structural forms of solid

carbon and is the basis of organic chemistry and life. In the sp3 hybridisation four

equivalent 2sp3 hybrid orbitals are tetrahedrally oriented around the atom (Fig. 7) and

can form four equivalent s bonds by an overlap with orbitals of other atoms.

An example is the ethane molecule (C2H6) where a Csp3-Csp3 s bond (or C-C) is

formed between two carbon atoms by the overlap of sp3 orbitals, and three Csp3-H1s

s bonds are formed on each C atom. In the sp2 hybridisation three equivalent 2sp2

orbitals are formed and one unhybridised 2p orbital is left. They are coplanar and

oriented at 120� to each other and form s bonds by an overlap with orbitals of

neighbouring atoms as e.g. in ethane (C2H4). The remaining p orbitals on each C

atom form a p bond by the overlap with the p orbital from the neighbouring C atom.

Such bonds formed between two C atoms are represented as Csp2¼Csp2 (or C¼C).

Figure 7 shows the different hybridisations of carbon sp1, sp2 and sp3.

In the sp1 hybridisation two linear 2sp1 orbitals are formed and two 2p orbitals

are left. Linear s bonds are formed by the overlap of the 2sp1 hydride orbitals of

neighbouring atoms as for example in the ethyne molecule (acetylene). Two p
bonds are formed with the overlapping unhybridised p orbitals of the two C atoms.

These bonds are represented as Csp � Csp (or C � C). In the aromatic carbon-

carbon bond exemplified by the aromatic molecule benzene (C6H6) the carbon

atoms are bonded with sp2 s bonds in a regular hexagon. The ground state p orbitals

are all bonding orbitals and are fully occupied; there is a large delocalisation energy

that contributes to the stability of the molecule. The aromatic carbon-carbon bond is

denoted as Car ffi Car.

3 New Carbon Structures

Until 1964 it was generally believed that no other carbon bond angles were possible

in hydrocarbon, that is, compound containing only carbon and hydrogen atoms.

In that year Phil Eaton of the University of Chicago synthesized a square carbon

180°

sp sp sp2 sp2
sp3

sp3

sp3

sp3

sp2

120° 109.5°

a b c

Liner Trigonal Planar Tetrahedral

Fig. 7 The different hybridisations of carbon (a) sp1, (b) sp2, (c) sp3
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molecule, C8H8, called cubane. In 1983, L. Paquette of Ohio State University

synthesized a C20H20 molecule having a dodecahedron shape, formed by joining

carbon pentagons, and having C-C bond angles ranging from 108� to 110�. The
synthesis of these hydrocarbon molecules with carbon bond angles different from

standard hybridization values of Table 1 has important implication for the forma-

tion of carbon nanostructures, which would also require different bonding angles.

3.1 Fullerenes

Today there are whole families of other forms of carbon. Laser evaporation of a

carbon substrate using the apparatus in a pulse of He gas can be used to make

carbon clusters. The neutral cluster beam is photoionized by a UV laser and

analyzed by mass spectrometer. The first of these to be discovered was buckmin-

sterfullerene (also called buckyball and fullerene C60). The discovery of fullerene

[2], a new form of carbon, was perhaps a serendipity. But it led to a number of other

fundamental discoveries. Fullerenes of various sizes and shapes have been reported

subsequently. It would be fair to say that the discovery of carbon nanotubes in 1991

was a by-product of the fullerene production process [3].

The discovery of the existence of a soccer-ball-like molecule containing 60

carbon atoms was named fullerene. Fullerene C60, (buckyball), is the first spherical

carbon molecule with carbons arranged in a soccer ball shape (Fig. 8). In the

structure there are 60 carbon atoms (hence C60) and a number of five-membered

rings isolated by six-membered rings [4]. It may well be that these objects can be

used as ball bearings in some of Drexler’s mechanical devices. The second

Table 1 Types of spn hybridization, the resulting bond angles, and examples of molecules

Types of hybridization Diagonal sp Trigonal sp2 Tetrahedral sp3

Orbital used for bond s, px s, px, py s, px, py, pz
Example Acetylene C2H2 Ethylene C2H4 Methane CH4

Bond angle 109�280 180� 120�

C70C60

a b c

C80

Fig. 8 Structure of (a) fullerene, C60, (b) C70 and (c) C80 [2]
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spherical carbon molecule in the same group is the rugby ball, C70, whose structure

has extra six-membered carbon rings (Fig. 8), but there are also a large number of

other potential structures containing the same number of carbon atoms (isomers)

depending on whether five-membered rings are isolated or not, or whether seven-

membered rings are present. Many other forms of fullerenes up to and beyond C120

have been characterized and it is possible to draw lots of structure with five-

membered rings in different positions and sometimes together.

The important fact for nanotechnology is that the atom can be placed inside the

fullerene ball. Atoms contained within the fullerene are aid to be endohedral and they

can also be bound to fullerenes outside the ball as salts if the fullerene can gain

electrons. The structure is thenMx
+C60

n�, whereM+ is a cation and x is the number to

balance the charge on the fullerene. In this case the cation is said to be exahedral [5–8].

A sketch of the molecule is shown in Fig. 8. It has 12 pentagonal (five sided) and

20 hexagonal (six sided) faces symmetrically arrayed to form a molecular ball. The

ball-like molecules bind with each other in the solid state to form a crystal lattice

having a face centered cubic structure. In the lattice each C60 is separated from its

nearest neighbour by 1 nm (the distance between their centers is 1 nm), and they are

held together by van der Waals forces. Larger fullerenes such as C70, C76, C80 and

C84 have also been found. The interesting about the fullerene is, in practical terms,

they many have a number of applications. For example, they have been used as

lubricants because the tiny balls can roll between surfaces (it turns out that pure

fullerenes are not good for this; they must be changed chemically first by having

other atoms bonded around the ball). Also, they turn out to have strong optical

effects (i.e. they change their properties upon irradiation with light, UV, in most

cases), which could be useful in photolithography.

3.2 Carbon Fibers

Carbon fibers represent important class of graphite-related materials. Many pre-

cursors can be used to synthesize carbon fibers with high mechanical strength, each

having different cross-sectional morphologies, when the as-prepared vapor-grown

fibers were heat-treated to 3,000�C, forms facets, of all carbon fibers. These faceted

are closest to crystalline graphite in both crystal structure and properties [9].

3.3 Glassy Carbon

Glassy carbon (GC) is another common material, which is manufactured as a

commercial product by slow, controlled degradation of certain polymers at temper-

ature typically on the order of 900–1,000�C [10]. The name glassy carbon is thus

given to family of disordered carbon materials, which are glass-like and can be

easily polished to attain a black, shiny appearance.
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3.4 Carbon Black

Classical carbon blacks represent many types of finely divided carbon particles that

are produced by hydrocarbon dehydrogenation [10, 11] and are widely used in

industry as a filler to modify the mechanical, electrical, and optical properties of

the materials in which they are dispersed [10, 12]. Various types of industrial carbon

blacks are produced by various methods for example; thermal blacks are typically

obtained by thermal decomposition of nature gas, channel blacks by partial combus-

tion of natural gas, etc. One of the characteristic signatures associated with carbon

blacks is a concentric organization of the graphite layers in each individual particle.

3.5 Amorphous Carbon

In addition to the crystal carbon, non-crystalline carbon constitutes a class of new

materials with a wide range of composition, properties, and performance. This field

of non-crystalline carbon is of interest both technologically to materials scientists

and also at a more fundamental level to solid-state chemists and physicists. The

physical properties of the various non-crystalline forms of carbon are compared

with those of diamond, graphite and C60 in Table 2.

Non-crystalline carbon mainly include amorphous carbon (a-C) and amorphous

hydrogenated carbon (a-C:H). a-C and A-C:H refer to highly disordered network of

carbon atoms having no long-range order, but some short-range order, can be

considered to be intermediate between diamond, graphite and hydrocarbon poly-

mers, in that they can contain variable amounts of sp2 and sp3 sites and hydrogen.

Since the nature of short-range order varies significantly from one preparation

method to another, the properties of amorphous carbon likewise vary according

to preparation method [13]. Two parameters, the carbon bonding and the hydrogen

content, are most sensitive for characterizing the short-range order, which many

exist on a length scale of �10 A. Thus the sp2-bonded carbons of a-C may cluster

into tiny warped layered regions; the sp3-bonded carbon may also cluster and

segregate, as may the hydrogen impurities, which are very effective in passivating

the dangling bonds.

Table 2 Properties of various forms of carbon

Materials Density (g cm�3) Hardness (GPa) % sp3 at. %H Energy (Gap eV)

Diamond 3.515 100 100 5.5

Graphite 2.267 0 0.04

C60 0 0 1.8

Glassy C 1.3–1.55 2–3 �0 0.01

a-C, evap 1.9–2.0 2–5 1 0.4–0.7

a-C, MSIB 3.0 30–130 90 � 5 <9 0.5–1.5

Pda-C:H, hard 1.6–2.2 10–20 30–60 10–40 0.8–1.7

Pda-C:H, soft 0.9–1.6 <5 50–80 40–65 1.6–4

Polyethylene 0.92 0.01 100 67 6
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The introduction of disorder and sp3 defects creates a semiconductor with

localized states near the Fermi level and an effective band gap between mobile

filled valence band states and empty conduction states. The greater is the disorder,

the greater the concentration of sp3 bonds.

a-C and a-C:H have been prepared by variety of deposition method, such us

chemical vapor deposition, ion beam sputtering, laser plasma etc. The properties of

the amorphous carbon are strongly dependent on the deposition technique, e.g.

amorphous carbon prepared by evaporation tends to have smaller band gap

(Eg � 0.4–0.7 eV) compared with that of prepared by ion deposition for which

the Eg is in the range of range of 0.4–0.3 eV [14, 15].

3.6 Diamond

Diamond exists in a cubic and hexagonal form (Lonsdaleite). In the most frequent

cubic form each carbon atom is linked with four other carbon atoms by four sp3 s
bonds in a tetrahedral array with a C-C bond length of 1.544 Å [16]. This is nearly

10% larger than in graphite. However the atomic density (1.77 � 1023 cm�3) is

56% higher than in graphite. The crystal structure is zinc blend type (FCC) with a

diatomic basis. The second carbon atom is at position (¼, ¼, ¼) in the unit cell and

the lattice constant is a0 ¼ 3.567 Å (Fig. 9a). The physical properties of diamond

are given by its structure.

Diamond is a wide-gap semiconductor (5.47 eV), the hardest material in nature

(Most hardness 10) and has the highest atomic density. Diamond, as also graphite (in-

plane) have the highest thermal conductivity (�25 W cm�1 K�1) and the highest

melting point (4,500 K). The hexagonal diamond (Lonsdaleite) has a wurtzite

crystal structure (Fig. 9, right) and a C-C bond length of 1.52 Å [16]. The gravi-

metric density of both types of diamond is 3.52 g cm�3.

3.7 Graphite

In graphite the atoms are arranged in layers of a honeycomb network in which the

carbon atoms are bonded with sp2 s bonds and a delocalized p bond. In the most

common hexagonal crystal form of graphite the layers are stacked in an ABAB. . .
sequence (called Bernal stacking) (Fig. 10). The in-plane nearest neighbour dis-

tance aC-C is 1.421 Å [17] and the lattice constant is a0 ¼ 2.461 Å. The c-axis

lattice constant is c0 ¼ 6.708 Å and the interplanar distance c0/2. A minor compo-

nent of well-crystallised graphite is the rhombohedral form of graphite in which the

graphene (single layer of crystalline graphite) layers are stacked in the ABCABC. . .
sequence. The lattice constant is also a0 ¼ 2.456 Å and c0 ¼ 3 (3.438) ¼
10.044 Å. The Bernal AB stacking of graphite is more stable than the ABC stac-

king. The density of both forms of graphite is 2.26 g cm�3 [18]. The weak

interlayer bonding of graphite originates from the small overlap of the p-orbitals
between atoms of adjacent layers and not to Van der Waals bonding [19].
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3.8 Buckminsterfullerenes

Experimental and theoretical work has shown that the most stable form of carbon

clusters form linear chains [20] for clusters of up to about 10 atoms. For clusters

that have 10 to 30 carbon atoms the ring is the most stable form [21]. Carbon

clusters between 30 and 40 carbon atoms are unlikely and clusters above 40 atoms

form cage structures. Especially stable structures are the C60 (Fig. 11), whose

structure was identified the first time by Kroto et al. in 1985 [8]. The carbon atoms

are located at the 60 vertices of a truncated icosahedron that has 90 edges and 32

faces of which 12 are pentagons and 20 hexagons, consistent with Euler’s theorem

for polyhedra:

f þ v ¼ eþ 2 (1)

Fig. 9 Diamond in (a) cubic

form and (b) hexagonal

Lonsdaleite

Fig. 10 Hexagonal graphite

(ABAB stacking) with unit

cell
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where f, v and e are the number of faces, vertices, and edges of the polyhedra. The

average nearest-neighbour C-C distance is with aC-C ¼ 1.44 Å almost equal to

that in graphite. Each carbon atom is trigonally bonded to three other carbon atoms

in an sp2-derived bonding configuration. The curvature of the trigonal bonds in C60

leads to some admixture of sp3 bonding, characteristic for tetrahedrally bonded

diamond, but absent in graphite [22]. Further stable fullerenes are C70, C78 and C80.

3.9 Carbon Nanotubes

Carbon nanotubes are cylindrical molecules �1 nm in diameter and 1–100 mm in

length. They are constituted of a hexagonal network of carbon atoms and can

essentially be thought of as a layer of graphite rolled-up into a cylinder [3]. Proper-

ties of the nanotube researched include the different arrangements of the nanotube

hexagonal structure such as the zigzag and the armchair. Carbon nanotubes are the

strongest fibers known. A single perfect nanotube is about 10–100 times stronger

than steel per unit weight. A carbon nanotube is synthesized through three methods:

the carbon arc method where ordered nanotubes are produced from ionized carbon

plasma, the laser vaporization of carbon targets and catalytic vapor deposition.

A new method proposed by the authors for growing carbon nanotubes from renew-

able material is fluidized floating catalyst method [23–27]. Currently, carbon nano-

tubes can be applied as semiconductors for transistors, space transportation and data

storage for computers. The carbon nanotube is still currently under heavy research

and many possible applications are being conceived. Carbon nanotubes are con-

stituted of a hexagonal network of carbon atoms and can essentially be thought of as

a layer of graphite rolled-up into a cylinder (a commonly mentioned noncarbon

variety is made of boron nitride) a distinction between multi-walled and single-

walled nanotubes. Carbon nanotubes can also come in circular form. Carbon nano-

tubes surprisingly have very high tensile strength and they have varying electrical

properties, which depending on the way the graphite sheet is being rolled up and

other factors), and can be insulating, semiconducting or conducting (metallic).

Fig. 11 C60

Buckminsterfullerene
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Currently, the physical properties are still being discovered and disputed. What

makes it so difficult is that nanotubes have a very broad range of electronic, thermal,

and structural properties that change depending on the different kinds of nanotube

(defined by its diameter, length, and chirality. Nanotubes can either act as electrical

conductors, semiconductors or insulators. This makes them very good choices for

nanoscale wires and electrical components. Nanotubes exhibit electrical conductiv-

ity as high as copper, thermal conductivity as high as diamond and strength 100

times greater than steel at one sixth the weight. Carbon nanotubes are quite popular

now for their prospective electrical, thermal, mechanical and chemical applications.

Carbon nanotubes can be thought to be formed by the rolling of graphite layers.

The rolling of a single layer of graphite results in a single-walled carbon nanotube

(SWCNT), whereas the rolling of more than one layer around a central axis

produces multi-walled carbon nanotubes (MWCNT). Depending on the way of

rolling of graphene sheets (as shown in Fig. 12), nanotubes of different types, viz.

armchair, zig-zag and chiral could be produced. They can be represented using the

method given by Hamada et al. [28]. For example, to realize an (n,m) nanotube, one
has to move n times a1 from the selected origin and then m times a2. On rolling

the graphite sheet these points coincide to form the (n, m) nanotube. Thus armchair,

zig-zag and chiral nanotubes can be represented as (n, n), (n, 0) and (n, m)
respectively. Like many solids, carbon nanotubes are not devoid of defects. Such

defects in carbon nanotubes at the intramolecular junction, formed by interposing

one or more topological pentagon/heptagon defects in the hexagonal structure

between two nanotube segments of different helicity was predicted first theoreti-

cally [29] and observed later experimentally [30]. Depending on the orientation in

the hexagonal network, the pentagon-heptagon pairs can create a small deformation

in the nanotube. It is considered to be a local defect in a straight nanotube. Defects

in nanotubes can be produced by controlled electron irradiation, for example. This

causes atom removal and creates vacancies, which cluster into large holes in the

structure. Molecular simulations have shown that such nanotubes undergo surface

reconstruction and nonhexagonal rings such as squares, pentagons, heptagons and

octagons so formed disappear finally through Stone-Wales mechanism and lead to

five-, six-, and seven membered rings [31]. Coalescence and welding of carbon

nanotubes have also been reported [32]. Welding of nanotubes creates molecular

junctions of various geometries like X, Y and T [33, 34]. These defects in carbon

nanotubes seem to be responsible for the changes in many of their properties. The

mechanical properties of carbon nanotubes have been discussed extensively in

the last 1 decade. The Young’s modulus and tensile strengths of carbon nanotubes

are very high compared to that of steel. Reinforcement of these carbon nanotubes

can be done to fully exploit the above tensile strengths by the coiling of the tubes.

Many models have been proposed for these coiled nanotubes. Recently, Szabó et al.

[35] reported the inclusion of impurities like N and S atom and non-hexagonal rings

causing the coiling of carbon nanotubes. The folding of haeckelite sheets, which are

made up of pentagon, hexagon and heptagons, has also been predicted. All the

proposed models explain either the local defect in the straight nanotube or the non-

uniform coils of carbon nanotube.
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3.10 Catalyst Nanoparticles for Carbon Nanotubes

Catalysts speed up chemical reactions but can be recovered unchanged at the end of

the reaction. They can also direct the reaction towards a specific product and allow

chemistry to be carried out at lower temperature and pressures with higher selec-

tivity towards the desired product. As a result they are used very extensively in

chemical industry. There are two kinds of catalysts. Heterogeneous catalysts are

insoluble in the medium in which the reaction is taking place so that reactions of

gaseous or liquid reagents occur at the surface, whilst homogeneous catalysts are

dissolved in the reaction medium and hence all catalytic sites are available for

reaction. Some of the properties of catalysts are collected in Table 3, where

homogenous and heterogeneous catalysts are compared.

7
6
5
4
3
2 2.46Å

a

a

(6,6)

(5,0)
(2,5)

c

b

a1

a2

b

c

1

Fig. 12 Rolling of a graphite layer to form single-walled carbon nanotubes of (a) armchair,

(b) zig-zag and (c) chiral type. The numbering in the case of the armchair nanotube shows the

numbering of the layers running perpendicular to the tube axis as described in the text
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The d-orbital transition metals known to have strong catalyst activity in general

[37]. Transition metal carbides and nitrides are used in a wide range of applications

due to their unique physical and chemical properties [38]. They also exhibit high

catalytic activity in different reactions including hydrogenation [39–41], hydrode-

sulfurization and hydrodenitrogenation [42–46].

The catalytic properties of metals should be regarded as only one of the physical

and chemical properties of metals requiring theoretical interpretation. The difficul-

ties encountered in developing a satisfactory theory of the metallic state are well

known. Two extreme types of theory have been proposed: in the Electron Band,

electrons are assumed to be delocalized over the whole metallic crystal, but at least

in its simplest form. This theory cannot account for the regular variation in crystal

structure across the Transition Series. While for the Valence Bond Theory, in which

the cohesive properties of metals are described in terms of localized bonds between

atoms, has been extended to describe this phenomenon [47]. Both theories have

been of some assistance in accounting for catalytic properties, but both have their

limitations. It is therefore worth examining whether the description of metallic

behavior in terms of molecular orbitals is fruitful when applied to surface phenom-

ena. It is worth emphasizing that these new approach, due especially to Good-

enough [48], is not a completely new theory [49] but rather an attempt to unify the

two theories mentioned above. It applies to the molecular orbital theory: it is best

described in relation to the face-centered cubic metals to which family belong most

of the metals of catalytic interest. In these metals each atom is in contact with 12

others, four in each of three planes mutually at right angles, while six others

octahedrally disposed lie at a slightly greater distance. According to the Crystal

Field Theory the five d-orbitals are split in an octahedral environment into two

groups.

The two higher energy orbitals are taken to lie along the Cartesian axes (Fig. 13a)

and are designated dx
2
�y

2 and dz
2, or collectively in the language of group theory as

eg. The three lower energy orbitals then lie between the Cartesian axes (Fig. 13b) and
so are designated dxy, dyz and dxz or collectively as t2g. As each of these orbitals has

four lobes, it is reasonable to say that the 12 near neighbours in the face-centered

Table 3 Comparison of homogeneous and heterogeneous catalysts [36]

Heterogeneous Homogeneous

Catalyst from Solid, often metal or metal

oxide

Metal complexes

Mode of use

medium

Fixed bed or slurry Dissolved in reaction

Solvent Usually not required Usually required – can be product

or byproduct

Selectivity Usually poor Can be tuned

Stability Stable to high temperature Often decompose <100�C
Recyclability Easy Can be very difficult

Special reactions Haber process, exhaust

clean up etc

Hydroformylation of alkenes, methanol

carbonylation, asymmetric synthesis etc
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cubic crystal are bonded to the central atom by t2g orbitals which overlap to form a

broad collective t2g band, while the six next nearest neighbours are bonded by eg
orbitals. In fact, however, these latter orbitals do not overlap significantly because the

next nearest neighbours are too far apart, so that electrons in the eg orbitals occupy

localized states around each atom. It is now an easy matter to evaluate the manner in

which the two groups of orbitals emerge from the three low index planes. This is

illustrated in Figs. 14 and 15 for the (100) and (110) planes respectively.

The former consists of a square array of atoms (Fig. 14a): the non-bonding eg
orbitals in the plane of the surface are shown in black while the bonding t2g orbitals
are hatched. Furthermore, there are four t2g orbitals emerging from each atom at 45�

to the plane of the surface, and these are shown in white: one of these from each of

four atoms is directed towards the position occupied by an atom in the next layer.

Figure 14b shows a section normal to the surface. Figure 15a shows the plan of the

(110) plane: this consists of parallel rows of next nearest neighbors bonded as usual

by shaded t2g orbitals. Other t2g orbitals emerge, four from each atom (shown in

white) at 30� to the plane of the surface and are directed towards the sites of atoms

in the next layer. Figure 15b shows a section normal to the surface: this plane differs

PLANa b
X

X

SECTION THROUGH X---X

Fig. 14 The emergence of orbitals from the (100) face of a face-centered cubic metal: (a) plan; (b)

section; Filled arrows: eg orbitals in plane of paper, Hatched arrows: t2g orbitals in plane of paper,
Open arrows: t2g orbitals at 45

� to plane of paper

a b

x

y

x

yFig. 13 Representation of (a)

the dx
2
–y
2 orbital and of (b)

the dxy orbital, examples

respectively of the eg and t2g
families of orbitals in an

octahedral complex
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from the (100) in that it is a t2g orbital which emerges normal to the surface from

each atom. Having obtained the direction of emergence of the t2g and eg orbitals
from the low index planes of the crystal, it is now necessary to try to decide on the

extent: to which they are occupied by electrons. If in Group VIII, (nickel, palladium

and platinum), according to Goodenough [48], the 0.55 d-band holes are distributed

between the two bands as follows : t2g band, 0.41 holes: eg band, 0.14 holes. Both

bands are therefore substantially filled, and supposed that both can participate in

forming covalent bonds with adsorbed species. The atom in the centre foreground is

deeply imbedded in the surface: it is bonded by overlap of its spherical 1s orbital

with four eg orbitals from the surrounding metal atoms and by a further eg orbital
from the metal atom below it. This must therefore be quite a strongly bound state.

The atom on the left is bonded only by this latter eg orbital and is likely to be much

more weakly bound. The atoms on the left and right are bonded simply by the

normal-emergent t2g orbitals: the one on the right is, however, bonded to a metal

atom in a layer one below the surface, but both should be weak states of binding.

The position of the atom in the centre is more complicated: it is bonded by two t2g
orbitals emerging from the atoms below it and by two eg orbitals emerging from the

atoms below it and by two eg orbitals from the atoms on either side of it. This should

therefore be a strongly bound state. Space does not permit the elaboration of these

ideas to the adsorption of other atoms and molecules.

Mostly 3d-metals are used to catalyze formation of CNTs because of their ability

to decompose hydrocarbons. However, they are not all equivalent and, in particular,

alloying them with each other or with other non-transition metals dramatically

changes (generally improves) their catalytic properties. The role of the non-

transition metal is to disperse and to stabilize the catalyst metal-so an effect on

the geometric aspect (for example, support catalyst). On the other hand, effects of

alloying two/three transition metals on e.g. the electronic structure or the carbon

solubility and diffusion, observed improvement in the catalyst performances as

studied here. Furthermore, overlap of catalyst 3d-orbitals with carbon orbitals after

hydrocarbon dissociation could be a relevant parameter for the CNT growth

process. The link between the size of the catalyst nanoparticles and the diameter

PLANa b

XX

SECTION THROUGH X---X

Fig. 15 The emergence of orbitals from the (110) face of a face-centered cubic metal: (a) plan; (b)

section; Filled arrows: eg orbitals in plane of paper or emerging at 45�, Hatched arrows: t2g
orbitals in plane of paper, Open arrows: t2g orbitals at 30

� to plane of paper
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of the CNTs and the consequently absolute necessity to prepare stable nanoparticles

of controlled size has been emphasized. To meet this severe constraint high-

technological efforts have to be made. Though, other parameters concerning the

catalyst morphology have an influence on the growth process like the crystallo-

graphic orientation of the nanoparticles. The preparation method of the catalyst

particles also plays its part in the complex problem of the factors influencing the

catalytic properties of the metal nanoparticles. The choice of the preparation

method determines the morphology of the obtained nanoparticles and the use of

porous support to limit the size of the nanoparticles. But the influence of the

preparation method is not limited to morphological effects and can directly affect

catalytic properties. A given catalyst can yield completely different results upon

CVD when supported on different materials. So not only the catalyst has to consider

but the catalyst/support. The interactions between catalyst and support are found to

be essential. First, they partly determine the morphology of the nanoparticles and,

second, they also alter the electronic structure of the nanoparticles, which altering

their catalytic properties. These interactions depend on both support and catalyst

materials but also on their crystallographic orientations, on the surface roughness

and porosity of the support. Finally, pretreatment can be essential for activating the

catalyst by reducing it to its actual catalytic form (pure metal) or by forming

nanoparticles from the annealing. Moreover, the parameters concerning the catalyst

nanoparticles only cannot explain whether CNTs will grow or not and how they will

grow. The catalytic process requires a hydrocarbon gas (or CO) coupled with a

supported catalyst in charge of its dissociation and the subsequent growth of the

CNT. The catalyst/gas or rather the trio support/catalyst/gas should be considered

for a complete understanding of the growth process. Other important factors

influence the kinetic and thermodynamic aspects of the growth process, e.g. tem-

perature, pressure, flow rate and reaction time. Many authors explain their success

in producing SWNTs by the very small size of their catalyst nanoparticles. How-

ever, the differentiation between SWNT and MWNT growth processes is not really

clear and kinetic arguments are often invoked.

3.11 Preparation of Carbon Nanotubes

Here, we presented result of carbon nanotubes synthesized by a newly developed

method; fluidized floating catalyst method [23] as shown in Fig. 16.

The growth of CNTs was carried out in a tubular furnace with a horizontal quartz

tube at atmospheric pressure using fluidized floating catalyst method. Firstly,

carrier gas (Argon) was flushed for about 10 min before the furnace was turned

on to remove the surrounding air and to create an inert atmosphere. Then, the

precursor (camphor oil) and catalyst (Fe/Co/Al) mixtures with ratio (1:1:1) were

placed together in a quartz boat and pushed into the center of the quartz tube. Then

the quartz tube was heated in Ar ambient with a flow rate of 50 sccm to ensure no

oxygen. When the temperature of the furnace rapidly increased to 650�C, it was

182 A.A. Azira et al.



discovered that CNTs were deposited in the quartz boat. Carbon deposited materials

formed were removed from the catalyst boat. The temperature was maintained for a

further period of 30 min for annealing process after deposition. Finally, the quartz

tube was cooled down to room temperature in Ar ambient with a flow rate of 50 sccm.

The carbon deposited materials formed were removed from the quartz boat.

3.11.1 Surface Morphology

The FESEM micrograph shows the CNTs grown was randomly curled as shown in

Fig. 17. When camphor oil decomposed into vapor state, CNTs was found to be

deposited in the presence of catalyst. From here, we noticed the conversion of

carbon to CNT was dependent on the amount of catalyst used. Different percentage

of catalyst used to deposit CNTs which are 0.25% (FCM1), 0.50% (FCM2), 0.75%

(FCM3), 1.00% (FCM4) and 1.25% (FCM5) [23]. The CNTs yield was estimated

by weighing the amount of CNTs obtained and it was found to be the highest at

0.75% of catalyst. Therefore, 0.75% Fe/Co/Al can be considered as optimum

catalyst concentration for CNTs synthesized by fluidized floating catalyst method.

The morphology of CNTs investigated by Samant et al. [50] on effects of

ferrocene using naphthalene as precursor by Thermal-CVD method observed spi-

der-like web structure CNTs. The SEM recorded on the product formed in the

presence of Ar gas is shown in Fig. 18.

As seen, the substrate is occupied with densely packed, CNTs with average tube-

diameter of about 70 nm. Not much variation in size or packing density was

observed in the micrographs recorded at various other areas. Small amount of

amorphous carbon in the form of globules (as marked with red arrow) is also

seen in the picture. The bright, spherical structures at one of the ends of most of

the tubes are attributed to the iron nanoparticles formed by decomposition of

Fig. 16 A schematic sketch of modified fluidized floating catalyst method [23]
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c d
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Fig. 17 FESEM images of CNTs using (a) 0.25% (FCM1), (b) 0.50% (FCM2), (c) 0.75%

(FCM3), (d) 1.00% (FCM4) and (e) 1.25% (FCM5) of catalyst (Fe/Co/Al) by fluidized floating

catalyst method [23]

Fig. 18 SEM image of the

CNTs deposited on fused

silica plate in the presence of

Ar [50]
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ferrocene [50]. By using alcohol as the carbon source, a new simple catalytic

chemical vapor deposition technique to synthesize high purity single-walled carbon

nanotubes at low temperature is demonstrated by Maruyama et al., [51] at 550�C.
The morphology of the deposited CNTs is shown in Fig. 19.

In brief, iron and cobalt acetate were dissolved in ethanol and mixed with Y-type

zeolite powder. The amounts of Fe and Co were 2.5 wt% each. From the SEM

image in 19(b), a small amount of ‘as grown’ sample was placed with a conductive

tape used for the observation. Here, web-like growth of bundles of SWNTs also

observed from zeolite particles around 300 nm. However, no other structures such

as amorphous carbon are observed from both (a) and (b) except the zeolite flakes (as

marked with green arrow) which used as the support catalyst. The impurities such

as amorphous carbon, multi-walled carbon nanotubes, metal particles and carbon

nanoparticles are completely suppressed even at relatively low reaction temperature

due to the etching effect of decomposed OH radical attacking carbon atoms with a

dangling bond. The high-purity synthesis at low temperature promises large scale

production at low cost and the direct growth of SWNTs on conventional semicon-

ductor devices already patterned with aluminum [51].

The role of catalyst can yield completely different results upon CVD when

supported on different materials. So not only the catalyst has to consider but the

catalyst/support. The interactions between catalyst and support are found to be

essential. First, they partly determine the morphology of the nanoparticles and,

second, they also alter the electronic structure of the nanoparticles, which altering

their catalytic properties. These interactions depend on both support and catalyst

materials but also on their crystallographic orientations, on the surface roughness

and porosity of the support. Finally, pretreatment can be essential for activating the

catalyst by reducing it to its actual catalytic form (pure metal) or by forming

nanoparticles from the annealing. Moreover, the parameters concerning the catalyst

nanoparticles only cannot explain whether CNTs will grow or not and how they will

grow. The catalytic process requires a hydrocarbon gas (precursor) with a supported

catalyst in charge of its dissociation and the subsequent growth of the CNT. The

catalyst/gas or rather the trio support/catalyst/gas should be considered for a

a
b

Fig. 19 Lower magnification TEM image (a) and SEM image (b) of ‘as grown’ SWNTs [51]
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complete understanding of the growth process. Other important factors influence

the kinetic and thermodynamic aspects of the growth process, e.g. temperature,

pressure, flow rate and reaction time. However, the differentiation between SWNT

and MWNT growth processes is not really clear and kinetic arguments are often

invoked.

Tao et al. [52] also employed ferrocene as catalyst but interestingly as precursor

as well. CNTs have been synthesized via directly pyrolyzing only as the precursor

in the autoclave. The nanotubes with several micrometers in length have outer and

inner diameters in the range of 40–100 nm and 2–40 nm, respectively. Yield of

�70% of CNTs can be obtained without any accessorial solvents and catalysts.

Experimental results showed that a temperature higher than 600�C in conjunction

with proper pressure was favorable for achievement of the nanotubes [52].

Figure 20a, b show SEM and TEM images of carbon nanotubes, respectively.

It can be seen that large quantity of nanotubes can be achieved by this method.

The yield of carbon nanotubes estimated through SEM and TEM observations

of the as-prepared samples was 70%. Most of the carbon nanotubes with close

ends and curly morphologies have outer diameters of 40–100 nm, inner diameters

of 20–40 nm and length up to several micrometers, and no metal catalyst particles

were detected from TEM image (Fig. 20b). The size of the catalyst nanoparticles

seems to be the determining factor for the diameter of the CNT grown on it. Beyond

this size correlation, only small nanoparticles are able to catalyze formation of

CNT. This can be explained on the one hand by the fact that such very small

nanoparticles can exhibit peculiar electronic properties and thus catalytic properties

due to the unusual high ratio surface atom/bulk atom. On the other hand, the growth

mechanism involving the formation of a carbon cap on the nanoparticle surface to

reduce its unusual high surface energy. The crystallographic orientation of the

catalyst nanoparticle too can be crucial for CNT growth.

Pawan et al., deposited CNTs by chemical vapor deposition [53]. Methane (CH4)

and hydrogen (H2) were used as precursor gases for the CNT growth with Ni as the

catalyst. Figure 21 shows the SEM micrograph of the as-grown CNTs deposited

Fig. 20 (a) SEM image and (b) TEM image of the carbon nanotubes; (inset 3b) SAED pattern of

individual carbon nanotube [52]
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using CVD. The tubes were long, dense and showed a typical MWNTs structure. By

using Ni as the catalyst, the area density of the deposited CNTs was high and the

tubes appeared parallel to the substrate.

Mixing of two or more different metal catalysts yields improvement of the

catalyst performance in terms of quality of obtained product or lowering the

reaction temperature. Study on the effect of Fe catalyst with different ratio of Mo

and Mg was investigated by Yangfang et al. [54]. High quality, high yield CNTs

were synthesized on a composite catalyst using catalytic chemical vapor deposition.

The composite catalysts Fe/MgO, Mo/MgO and (Fe, Mo)/ MgO, prepared via the

sol gel method using citric acid as fuel, were investigated for the production of

CNTs. Only the (Fe, Mo)/MgO catalyst could support CNTs growth with high yield

in this study. The different mole ratios between Fe, Mo, and Mg resulted in changes

in product structure, diameter size, and yield. Decreasing the Fe concentration

reduces the structural defects, and by increasing the Mo concentration, the yields

of CNTs clearly increase as observed in Fig. 22.

Fig. 21 SEM micrograph of

the as-grown CNTs deposited

using the CVD method [53]

Fig. 22 SEM images of CNTs grown on catalysts with different Mo concentrations: (a) Fe:Mg:

Mo ¼ 0.1:12:0.1, (b) Fe:Mg:Mo ¼ 0.1:12:0.5, and (c) Fe:Mg:Mo ¼ 0.1:12:1 [54]
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The influence of catalyst composition on the growth of CNTs was studied in this

paper. Among the four catalysts, Fe-Mg-O, Fe-Mo-O, Mg-Mo-O, and Fe-Mg-Mo-O,

made by the sol-gel method, only Fe-Mg-Mo-O supported the production of CNTs

with high yield. In the catalyst, Fe was considered as the catalytic center to

magnetize carbon atoms for the CNTs growth, but the crystallite size of Fe was

very important in carbon nanofibers growth. The larger the Fe particle size, the

more carbon nanofibers were formed as the size of the catalyst nanoparticle is

important to determine the diameter of the nanotubes. By controlling the Fe

concentration in the catalyst was necessary in preparing CNTs with few carbon

nanofibers and in simultaneously controlling the diameter of the CNTs. Mo in the

catalyst Fe-Mg-Mo-O was proved to accelerate carbon depositing, which favored

the high yield of CNTs. Higher Mo concentration facilitated the structural transfor-

mation from carbon soot to carbon nanotubes. The ratio harmony of the metal

element and crystallite size of the particles in the composite catalyst were very

important. The catalyst composition Fe:Mg:Mo ¼ 0.1:12:1 in our study was suc-

cessful in CNTs growth with high yield, high purity, fewer walls, and smaller

diameter [54].

3.12 Applications of Carbon Nanotubes

CNTs have extraordinary electrical conductivity, heat conductivity and mechanical

properties. They are probably the best electron field-emitter possible. They are

polymers of pure carbon and can be reacted and manipulated using the tremen-

dously rich chemistry of carbon. This provides opportunity to modify the structure

and to optimise solubility and dispersion. Very significantly, CNTs are molecularly

perfect, which means that they are free of property-degrading flaws in the nanotube

structure. Their material properties can therefore approach closely the very high

levels intrinsic to them. These extraordinary characteristics give CNTs potential in

numerous applications.Here, we discussed the application of CNTs in electrochem-

ical system.

3.12.1 Lithium-Ion Battery

The outstanding mechanical properties and the high surface-to-volume ratio (due to

their small diameter) make carbon nanotubes potentially useful as anode materials

[55–60] or as additives [61] in lithium-ion battery systems. An electrode containing

10 wt% of carbon nanotubes as the additive displays a homogeneous distribution of

nanotubes in synthetic graphite. The cyclic efficiency of a synthetic graphite anode

as a function of the weight percent of carbon nanotube. With increasing weight

percent of carbon nanotubes, the cyclic efficiency of the synthetic graphite battery

anode increases continuously, and, in particular, when 10 wt% of the nanotubes was

added, the cyclic efficiency was maintained at almost 100% up to 50 cycles. At
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higher concentrations, the nanotubes interconnect graphite powder particles toge-

ther to form a continuous conductive network.

3.12.2 Additives to the Electrodes of Lead-Acid Batteries

In order to increase the conductivity of electrodes in lead-acid batteries, different

weight percents of carbon nanotubes are added to the active anode material (with

average diameters of ca. 2–5 mm) of the positive electrode. The resistivity of

the electrode is lowered for the case of 1.5% nanotube addition. When this sample

(0.5–1 wt%) is incorporated in the negative electrode, the cycle characteristics are

greatly improved compared with those of an electrode without additive [61]. This is

probably due to the ability of carbon nanotubes to act as a physical binder, resulting

in electrodes that undergo less mechanical disintegration and shedding of their

active material. Therefore, it is expected that the use of carbon nanotubes as an

electrode’s filler should produce an enhanced cyclic behavior for electrodes in lead-

acid batteries compared with electrodes using conventional graphite powder,

because the unusual morphology of the carbon nanotube, such as the concentric

orientation of their graphite crystallites along the fibre cross-section, induces a high

resistance towards oxidation, and furthermore the nanotube network embedded in

the polymer would enhance the reactivity of the electrode.

3.12.3 The Electric Double-Layer Capacitor

The merit of the electric double-layer capacitor (EDLC) is considered to be a high

discharge rate [62], which makes them applicable as a hybrid energy source for

electric vehicles and portable electric devices [63]. EDLCs containing carbon

nanotubes in the electrode exhibit relatively high capacitances resulting from the

high surface area accessible to the electrolyte [60, 64, 65]. On the other hand, the

most important factor in commercial EDLCs is considered to be the overall

resistance. In this context, carbon nanotubes with strong electrical and mechanical

properties can be used as an electrical conductive additive in the electrode of

EDLC. It has been demonstrated that the addition of carbon nanotubes results in

an enhanced capacity at higher current densities, when compared with electrodes

containing carbon black [66].

3.12.4 Fuel Cells

Fuel cells have been considered as the next generation of energy devices because

this type of system transforms the chemical reaction energy from hydrogen and

oxygen into electric energy [67]. Carbon nanotubes decorated with metal nanopar-

ticles as the electrode have doubled the performance of the fuel cell, owing to the

increased catalytic activity of nanotube-based electrodes [68–70]. In this context,

Carbon Nanostructured Materials 189



we have reported the efficient impregnation of Pt nanoparticles (outer diameter less

than 3 nm) on cup-stacked type carbon nanotubes [71]. The method involves

dispersion of the fibers in H2PtCl6, followed by low-temperature annealing. The

Pt particle deposition is always homogeneous, and can be controlled selectively on

the outer or inner core using the hydrophobic nature of the material. Since the Pt

particle activity on the fibers is high, this material could find application as an

efficient catalyst or biological device. It may be that carbon nanotube technology

will contribute to the development of fuel cells as a catalyst support and also as a

main component of bipolar systems. However, additional basic and applied

research is necessary.

3.12.5 Multifunctional Fillers in Polymer Composite

It has been shown that carbon nanotubes could behave as the ultimate one-

dimensional material with remarkable mechanical properties [72, 73]. The den-

sity-based modulus and strength of highly crystalline SWNTs are 19 and�56 times

that of steel. Based on a continuum shell model, the armchair tube exhibits larger

stress-strain response than the zigzag tube under tensile loading. Strong mechanical

properties of carbon nanotubes due to a strong carbon-carbon covalent bond are

highly dependent upon the atomic structure of nanotubes and the number of shells.

Moreover, carbon nanotubes exhibit strong electrical and thermal conducting

properties. Therefore, carbon nanotubes (single and multi-walled) have been stud-

ied intensively as fillers in various matrices, especially polymers [74–78]. The best

use of the intrinsic properties of these fibrous nanocarbons in polymers can be

achieved by optimizing the interface interaction of the nanotube surface and the

polymer. Therefore, surface treatments via oxidation could be used in order to

improve adhesion properties between the filler and the matrix. This results in a good

stress transfer from the polymer to the nanotube. There are various surface oxida-

tive processes, such as electrochemical, chemical and plasma techniques. From the

industrial point of view, ozone treatment is a very attractive technique. In addition,

the dispersion of the nanotubes/nanofibres in the polymer should be uniform within

the matrix.

The smallest working composite gear has been prepared by mixing nanotubes

into molten nylon and then injecting into the tiny mould. As shown in Fig. 12,

this gear is as small as the diameter of a human hair. This piece exhibits a high

mechanical strength, high abrasion resistance and also good electrical and thermal

conductivity. When cup-stacked-type carbon nanotubes are incorporated in poly-

propylene, the improvement of the tensile strength is very noticeable (up to 40%).

This remarkable result can be explained by the particular morphology of cup-

stacked-type carbon nanotubes. In other words, a large portion of edge sites on

the outer surface of the nanotubes might act as nucleation sites, resulting in good

adhesion between nanotubes and polymers (good stress transfer). Recently, various

studies on the nucleation effect of nanotubes on the crystallization of semi-

crystalline polymers have been reported [79–81].
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4 Conclusion

Carbon materials have various forms, crystalline and non-crystalline carbon con-

stitutes a class of new materials with a wide range of compositions, properties, and

performance. Carbon based material can be prepared by a variety of techniques

such as CVD, PLD etc. Due to its unique optical and electrical properties, carbon

has potential applications in various fields especially in semiconductor devices.

Many interesting crystalline phases with useful properties have been predicted

which make carbon promising target for preparative materials scientists and che-

mists. The majority of the experimental approaches are based on vapor phase

deposition routes, which furnished many interesting properties. This chapter has

shown the effect of the catalyst on the morphology of the carbon nanotubes. The

size, substrate and the composition of the catalyst seems to be the determining

factors on the formation and diameter of the nanotubes. Interactions between

catalyst and support are essential since they can greatly affect the electronic

structure of the nanoparticles and their morphology and in turn their catalytic

properties. Hence, selecting the best catalyst and substrate is crucial to synthesize

carbon nanotubes. In summary it can be stated that a fascinating new field in the

area of carbon has been discovered, which gives motivation for further studies

dedicated to fundamental questions as well as the exploitation of the novel materi-

als for future industrial applications.
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Diamond: Synthesis, Characterisation

and Applications

Roslan Md Nor, Suriani Abu Bakar, Tamil Many Thandavan, and

Mohamad Rusop

Abstract In this chapter we review some aspects of the synthesis and characterisa-

tion of chemical vapor deposited diamond. Chemical Vapor Deposited (CVD)

diamond is arguably the first of the “new” carbon materials that has received

extensive research attention due to its potential industrial applications. Intense

research activities on CVD diamond that spanned over 30 years brought much

progress in understanding and techniques on the synthesis and laboratory demon-

stration of applications. However, industrial scale applications are still elusive,

mainly due to the many technical hurdles that must be overcome in order to fully

benefit from the wonderful properties of diamond. Although CVD diamond has

been superseded by fullerene in the 1990s, later carbon nanotubes and more recently

the emergence of graphene, it is worth looking at this fascinating form of synthetic

diamond which may yet make a comeback in years to come. Attention was given to

the established techniques for the synthesis and characterisation of CVD diamond as

well as issues related to the challenges of industrial applications of CVD diamond.
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1 Introduction

Carbon is the only element in the periodic table that has four isomers from

0 dimensions to 3 dimensions. There are two well known polytypes, namely

graphite with sp2 hybridized bond and diamond with sp3 hybridized bonds. During

the last 30 years, a number of “new” carbon forms have received vast attention, all

of which are variations of the two forms of carbon mentioned above. The “new”

carbon forms are CVD diamond [1–3], which is the subject of this chapter, full-

erenes, carbon nanotubes and graphene.

Fullerenes are a class of carbon materials with 0 dimensions which were first

discovered in molecular beam experiments in 1985 by Harold W. Kroto, Robert F.

Curl and Richard E. Smalley [4]. The most abundant of the fullerenes is C60. It has

the structure of hollow spherical cluster of 60 carbon atoms forming a complete

molecule. In each molecule, 12 pentagons associated with sp3 hybridization and 20

hexagonal formation of carbon atoms involving sp2 hybridization [5, 6], joined

together to form a complete spherical shape.

Carbon nanotubes were first discovered in 1991 created much attention as one

dimensional nanostructured pure carbon materials with numerous useful properties

which are of interest to both industrial applications and fundamental research [7].

The latest of the new carbon material is graphene which is one atom thick layer of

two-dimensional carbon atoms with sp2 bonding. Theoretical speculation have long

showed that a single layer graphene sheet should be thermodynamically unstable

but this was dispelled in 2004, when it was first fabricated by mechanically cleaving

of Highly Oriented Pyrolytic Graphite (HOPG) [8].

2 Diamond

Diamond has been revered by humans since ancient times mainly as gemstone. Its

scarcity, hardness and bright sparkle makes it a status symbol. Apart from being

the much sought after gemstone, the many remarkable properties of diamond

have similar appeal to material scientists and engineers. Among the properties are

hardest known material, chemical inertness, and highest thermal conductivity at

room temperature, least compressible and highest stiffness. When doped, diamond

exhibit semiconducting properties with a larger band gap of 5.4 eV which can be

useful for the fabrication of microelectronics devices for high frequency and high

power applications.

Diamond which is carbon in the most concentrated form, involves sp3 hybridiza-

tion of the valence electrons in carbon to form chemical bonds. In diamond each

carbon atom shares all four of its available electrons with adjacent carbon atoms,

forming tetrahedral unit, with 1.54 Å in length [9]. This shared electron-pair

bonding forms the strongest known chemical linkage, sp3 hybridized electrons

forming the covalent bond, which is responsible for the many superlative properties
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of diamond. This bond form equal angles of 109˚280 separating each carbon atoms.

The repeating structural unit of diamond consists of eight atoms, which are funda-

mentally arranged, in a cube [10] as shown in Fig. 1.

With this cubic form and its highly symmetrical arrangement of atoms, diamond

crystals can develop in a variety of different shapes known as ‘crystal habits’. The

octahedron shape is the most common crystal habit. But diamond crystal can also

form cubes, dodecahedra, and even combinations of these shapes.

2.1 Natural Diamond

Diamonds were first mined in India as early as 4,000 years ago. Up to until the

eighteenth century mines of Golconda in India were the only known market for the

trade of gemstones diamond. Then Brazil became the main producer after diamonds

were found there in 1726. Later in 1867 diamond was discovered in Hopetown,

South Africa [11], which up to this day remained a major supplier.

Natural diamonds were thought to be created under extreme conditions due

geological processes at more than 150 km in the mantle of the earth. The diamond

crystals formed were then transported to the surface of earth in molten rock, or

magma in explosive volcanic eruptions. Although diamonds are not formed near the

earth’s surface, where graphite is the preferred stable form of carbon, some dia-

monds formed in extreme conditions in the crust of the earth survived at the surface

because a temperature of about 600�C is required to decompose diamond to carbon

dioxide.

2.2 Synthetic Diamond

Today, synthetic diamond can be fabricated using two different methods, with

different conditions. The earlier and more established method was the High

1.52 Å

1.5
4 Å

a b

Fig. 1 (a) Diamond lattice (b) Face-centered cubic structure of diamond

Diamond: Synthesis, Characterisation and Applications 197



Pressure High Temperature (HPHT) technique which duplicates the condition of

natural diamond formation [9]. Using the HPHT technique synthetic diamond can

be converted directly from graphite under specific conditions. At present, syn-

thetic diamond formed using the high pressure high temperature technique is a

major source of industrial diamond, mainly as abrasives and drill bits [12].

Alternatively, the Chemical Vapour Deposition (CVD) technique is the method

to synthesis diamond at low pressure and low temperature conditions from gas

phase precursors. The main attraction of CVD diamond is its film form where new

potential applications such as coatings or optical mirrors are possible. The possi-

bility of CVD diamond synthesis was first proposed in 1955, when Bundy et al.

[13] presented the carbon phase diagram as illustrated in Fig. 2. The diagram

shows the thermodynamic stability for graphite and diamond at different tem-

peratures and pressures. The position of the diamond/graphite equilibrium line

was established by thermodynamic calculations based upon the measured physi-

cal properties of graphite and diamond in the temperature range from 300 to about

1,200 K and by experiments on growing or graphitization of diamond. It has

been proposed that a temperature, pressure phase diagram for carbon which

included a wide temperature, pressure area at lower pressures and temperatures

in which there would be in apparent equilibrium state or ‘pseudo-equilibrium’

between diamond and graphite [14]. The quantitative of free energies of graphite

and diamond determination by Rossini et al. showed that their difference at one

atmosphere, 0 K, is only about 2.5 KJ mol�1 [15].
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2.3 High Pressure High Temperature (HPHT) Diamond

The carbon phase diagram illustrated in Fig. 2 shows that diamond is unstable with

respect to graphite except at high temperatures (>1,300�C) and high pressures

(>40 kbar).

In 1955, H. T. Hall and co-workers at General Electric developed the solvent-

catalytic HPHT method [13, 16]. In this procedure graphite was compressed in a

hydraulic press in the presence of a suitable molten metal catalyst/solvent until

carbon dissolved and diamond crystallized. Sufficiently high temperature was

provided by passing an electric current through the sample. Molten metals like

Ni, Co or Fe are commonly used which dissolve graphite at elevated pressures of

between 5 and 10 GPa, and temperatures in the range of 1,300–2,300�C. The
dissolved carbon re-crystallizes into diamond at normal pressures and temperatures.

The transition of graphite to diamond is accompanied by volume decrease of 43%,

posing severe technical problems to maintain suitable pressure, being a vital

condition [17]. If the pressure is not maintained, the formed diamond would convert

itself back to graphite immediately. Synthetic diamond crystals with sizes ranging

from few nanometres to millimetres were recovered from the process by dissolving

the metal catalysts in acid [18].

There are applications of HPHT diamond materials. Diamond grit are used as

cutting tool in industries and the main bulk of diamond used here are synthetic more

viable than the use of natural diamond. Russell Hemley at Carnegie institution had

found that most HPHT synthetic diamond is yellow and most CVD diamond is

either milky white or greyish, limiting their optical applications. Colourless dia-

mond are costly to produce using the HPHT method and this situation had limits the

general applications of these diamonds as gems, in optics, and in scientific research.

CVD diamond which is grown under non-thermal equilibrium conditions can be

stable even at low pressure [19]. CVD diamond which can be produced in film form

at this condition has similar properties as natural diamond and therefore provided

tremendous prospective applications in industry.

2.4 Low Pressure Low Temperature CVD Diamond Synthesis

The notion of growing diamond from gas at pressures lower that atmospheric and

temperatures lower than 1,000�C may seem counter intuitive, but the mechanism

involved is totally alien of the HPHT process. The first reported success of low

pressure low temperature was reported by Eversole in 1962, whereby the optimal

temperature and pressures were 900�C and 0.1 Torr respectively [20]. In a patent

they described a cyclic process for hydrocarbon pyrolysis onto a diamond surface

followed by a separate graphite etching step using H atoms.

This was extended by Derjaguin et al. from the Soviet Union [10]. They

performed a physical chemistry experiments such as thermal gravimetric analysis
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(TGA) to observe weight gain in diamond powder with complete removal of

residual graphite, from a CVD synthesis. They were partially successful in produc-

ing epitaxial films growth at a slow which was not completely free of graphitic

carbon. These initial works demonstrated the feasibility of CVD diamond synthesis,

albeit on a diamond substrate.

In 1968, Angus [21] showed that synthetic diamonds were identical with natural

diamond and later showed that semiconducting diamond can be obtained by doping

diamond grown from methane and hydrogen with boron [22, 23]. Japanese scien-

tists at the National Institute for Research in Inorganic Materials (NIRIM) in Japan

developed various diamond thin film deposition techniques such as CVD with the

activation of carbon-containing gases, physical vapour deposition (PVD) from a

solid carbon source and hybrid processes involving solids, carbon and catalytic

materials and gases as the sources. These were done both on diamond or non-

diamond substrates. Generation of atomic hydrogen near deposition surface was

found to be the major common factor in diamond growth [11].

3 Mechanism of CVD Diamond Growth

Chemical vapor deposition refers to the process where solid materials are formed

from the gas phase at some suitable temperature and pressure. Figure 3 shows

a schematic diagram demonstrates the chemistry of hydrocarbon radicals and
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Fig. 3 Chemistry of hydrocarbon radicals and hydrogen atoms in a hot filament chemical vapor
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hydrogen atoms generation in a hot filament, representing typical diamond CVD

environment.

Synthesis of CVD diamond would involve some carbon containing gas (CH4,

C2H2) diluted in hydrogen. The precursor gas would not readily condense on

the substrate to form diamond. A mechanism to dissociate the gas to generate

active species such as CH3, CH2, CH, and C are necessary. One of the most

common techniques is using a hot filament, where the gas molecules are thermally

dissociated.

Typically the reactant gas mixture, for example low concentration of CH4 in H2

is introduced into an evacuated reactor chamber trough a hot filament above a

substrate. With filament temperatures reaching 2,000�C, CH4 and H2 are decom-

posed upon collision on the surface of the hot filament wire to produce a variety of

hydrocarbons radicals and H atoms.

The radicals then reacted chemically either in gaseous phase or on selected

substrate materials. The general opinion is that the hydrocarbon methyl radical CH3

is the main growth species in a CVD growth condition [24–26]. To picture this

simplistically, in a deposition environment, CH3 radical diffuses to substrate sur-

face and is deposited on an active surface site, retaining its tetrahedral form with the

three hydrogen atoms sticking away from the substrates. The hydrogen atoms can

be removed from the surface by H atom to form H2 or a CH3 radical to form CH4,

leaving a dangling bond to receive another CH3 radical or to form bridging bond

with another surface carbon atom. The process will continue, building up the

diamond nucleus with the addition of CH3 radicals and the removal of surface

H atoms and the addition of CH3 radical to dangling bonds on the surface.

Other active species such as CH2, CH and C although at a much lower concen-

tration at the substrate surface, contributed to the growth of diamond [27]. The CH2

radical upon condensation on the surface have a dangling bond ready for the

addition of another radical or for bridging bond with another carbon atom on the

surface. Similarly, the condensation of CH and H radicals may lead to carbon with

diamond structures based on similar processes of addition and abstraction of actives

radicals.

The chemistry of hydrocarbon species and hydrogen atoms has already been

studied by many researchers and scientist in the past 10–15 years ago. Bachmann

et al. [27] introduced the first C H O phase diagram providing a common scheme for

all major diamond chemical vapor deposition (CVD) methods used to date. They

had discovered that at low pressures, good quality diamond films can be synthesized

from different gas mixtures by thermal CVD, Hot Filament CVD, combustion

flames and various plasma deposition techniques.

3.1 Choice of Substrate for Diamond Growth

It is most desirable to deposit diamond on any substrate of choice. However, there

are many restrictions. Ferrous metals are unsuitable due to the high solubility of
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carbon. Materials with melting points lower that the deposition temperatures are

also not suitable.

For good adhesion the selected substrates are required to have a comparable

thermal expansion coefficient with natural diamond which is 1.18�10�6 K�1 [28].

This is important because the substrate will expand at the high temperature and

during deposition and upon cooling to room temperature; the substrate and the

diamond film will contract unevenly and at different rates due to the different

coefficient of expansions resulting in compressive or tensile residual stresses

which could lead to cracks and delaminating of diamond film. For homoepitaxial

growth, another consideration is the matching of the lattice of the substrate with that

of diamond. This condition, while not affecting the growth of diamond can signifi-

cantly affect adhesion of the diamond film to the substrate.

The most efficient substrate is diamond itself. Silicon is the next most efficient

and the most studied substrate for CVD diamond growth. The lattice mismatch

between silicon and diamond is about 52% where the lattice constant of silicon is

5.4301 Å and for diamond is 3.5667 Å. Furthermore, there a large difference in the

coefficient of thermal expansion where for silicon it was two orders of magnitude

smaller at 2.1�10�8 K�1 [29]. Despite these differences, efficient growth of CVD

diamond with good adhesion to silicon substrates was routinely reported. The

reason for this was that the growth of diamond was not directly on the silicon

substrate but on a carbide layer formed prior to diamond nucleation [30]. Similarly,

other carbide forming metals such as molybdenum, tungsten and titanium, and the

carbides of this metal have been utilized as substrates. The degree of adhesion

varied with different materials where the fabrication of free standing CVD diamond

would favor substrates with the least adhesion. The effect of carbide formation can

be demonstrated with the aid of Fig. 4, which shows the XRD spectra of CVD

diamond on silicon and molybdenum substrate deposited using the MWPCVD at

different temperatures. Notice that significant carbide formation is evident in the

sample on molybdenum, which inevitably affect adhesion of the diamond film.

3.2 Substrate Pretreatment Methods and Diamond Nucleation

CVD diamond formation on non-diamond substrates occur by a two steps mecha-

nism, that is, nucleation of diamond seeds and further growth of diamond on the

seeds. The efficiency of the nucleation in terms of density and quality will inevita-

bly influence the growth rate and morphology of the film. The nucleation process

occurred in a carbon saturated state which facilitated the nucleation process [23].

The initial surface condition of substrate material is very important for diamond

nucleation and growth rate. Even with silicon, the strongly favored substrate material,

diamond nucleation is very poor on mirror-polished silicon substrates [31]. Therefore

pretreatment of substrate are commonly applied to enhance diamond films growth

on silicon.
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The nucleation density of diamond could be significantly enhanced by scratching

or abrading the silicon substrate surface with micrometer sized diamond abrasive [32,

33], SiC sand paper [34], cubic BN [35] and stainless steel paste [36]. Among these

abrasives, diamond pastes gave the best nucleation density and subsequently the

best growth rates. This phenomenon is demonstrated with the aid of Fig. 5 which

shows the SEM micrographs showing the effect of scratching on the nucleation of
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CVD diamond grown using the microwave plasma deposition technique. Here,

three mirror polished Si (100) substrates, the first was unscratched (Fig. 5a), second

scratched with SiC abrasives (Fig. 5b) and the third with diamond particles of

average grit size of 15 mm (Fig. 5c) were compared. Deposition was done on all

three substrates simultaneously to keep the conditions similar. It is evident from the

SEM micrographs that scratching Si surface with diamond significantly enhanced

the nucleation of diamond, both in terms of quality and quantity. Notice that there

were preferential growth in the scratch lines of the substrates abraded with SiC

(Fig. 5b) and diamond grits (Fig. 5c).

This phenomenon can be explained as follows. Scratching removes atoms from

the surface and leaves behind dangling bonds which are active sites for hydrocarbon

radicals to react and condense on. When scratched with diamond abrasives, some of

the nanosized diamond fragments may be trapped on the silicon surface and acts as

seeds for efficient diamond nucleation and enhancement of growth. The formation

of grooved lines facilitated turbulent flow of the precursor gas during deposition

which somehow promoted nucleation of diamond on silicon.

Alternative techniques such as ion beam sputtering to create sub-micrometer

scale craters using focused 25 keV Ga+ beams [37], etching in KOH to create

micrometer scale V grooves [38], coating with hydrocarbon oil of a low vapor

pressure and high thermal stability [39], coating with thin layer of evaporated

carbon [40], applying substrate bias voltage [41, 42] and 25 keV Si+ ion beam

implantation [43] are some of the pretreatment methods that have been applied to

enhance the nucleation of diamond films. Yang et al. [44] had reported that ion

implantation did not make substrate surfaces as rough as mechanically scratched or

chemically etched process but still enhanced nucleation.

It is believed that by applying pretreatment process on silicon substrate, the

resulting surface stresses have some influence on diamond nucleation. The surface

energy of the substrate may increase due to an atomic displacement process which

influences the diamond growth process. It is also possible that surface treatment

cause reduction in the surface energy difference between Si and diamond enhance

Fig. 5 Effect of scratching the substrate surface (silicon) with (a) unscratched (b) sand paper

(c) SiC abrasive (d) diamond particle (15 mm)
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the nucleation. Pretreatment process allows changes in surface morphology because

it favors the formation SiC which functioned as the diamond growth layer [44].

In a conventional method of hot filament chemical vapor deposition environ-

ment most of the species are neutral and positively and negatively charged

species are present with different number density and with the overall density

expected to be very much less than, for example, in a microwave plasma [45].

Electrically biasing silicon substrates during deposition, using either negative or

positive voltage has been shown to be effective in enhancing nucleation rates. In

the case of negative bias voltage, the effect may be attributed to a sputtering

effect due to an increase in the kinetic energy of incident positive ions. When the

substrate is positively biased negative ions and electrons bombard the substrate

surface to bring about sputtering and the creation of active nucleation sites.

George et al. [45–47] reported that negative bias definitely enhances the amount

and crystalline of the deposits which was identified by XRD and AFM studies. Cui

and Fang [48] have reported that biasing influenced the distribution of hydrocarbon

species and the electron temperature. They reported that nucleation density

increased by a factor of two at a 120 V bias meanwhile at 200 V it was enhanced

more than an order of magnitude. Sawabe et al. [49] found that positive biasing

method can enhance nucleation density and Chao et al. [50] observed that with

positive bias much smoother surface was obtained. This can be due to the signifi-

cantly small number densities of negative ions, so that the surface was essentially

bombarded by electrons which resulted in surface activation with little damage.

Stoner et al. [51] reported that negative biasing in MWCVD have also increased the

nucleation density of diamond. An investigation of DC and AC bias voltage by

Kromka et al. outlined some interesting features [52]. At higher DC bias voltage

degradation of nucleation process was reported compared to low DC bias voltage

which was due to excessive sputtering during the deposition process. In AC bias

voltage higher voltage is required to obtain dense packed and well-faceted diamond

grains.

A slight increase of hydrogen atom percentage with biasing are not expected to

affect the gaseous component mean temperatures and hydrocarbon species con-

centration distributions. However, methane and hydrogen decomposition can be

accelerated by electron bombardment adding growth species and H atoms to

enhance nucleation. Although the electron density depends on the filament tem-

perature, the numbers of electron impinge on substrate surface will be increased

due to biasing and create active sites for nucleation. In another study, Mahajan

et al. reported coated SnO2 on silicon substrates and observed nucleation density

increased irrespective of whether the substrate surface is pretreated or not, prior

to SnO2 deposition [53]. The issue enhancing of nucleation density of CVD

diamond is still unresolved. Although many published reports have provided

some understand basic underlying mechanisms, a truly efficient technique have

yet to be developed for industrial scale production of CVD diamond. Further-

more, nucleation enhancement may be influenced by the formation of diamond

structured stable clusters of from hydrocarbon in the gas phase which condensed

on the substrate surface as preferred nucleation sites [54].
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3.3 The Role of Atomic Hydrogen in CVD Diamond Growth

As mentioned earlier atomic hydrogen (H) is one of the key constituent in the

growth of CVD diamond. They were produced heterogeneously by the decomposi-

tion of hydrogen gas (H2).

H2ðgÞ ! Hþ H (1)

The condensation of all the carbon containing radicals basically adds carbon to

the substrate surface. It is well known that the formation of non-diamond carbons

(graphite and amorphous carbon) is much more efficient than that of cubic dia-

mond. The atomic hydrogen formed preferentially etches sp2 graphite and amor-

phous carbon at a much higher rate than diamond [55–57]. Another important role

of hydrogen atom is to stabilize the growing sp3 bonded carbon on the substrate

whereby resulting in surface termination which prevented cross-linkage, and

subsequent reconstruction of the surface to graphite. During deposition dangling

bonds might be created by thermal desorption and abstraction of the surface

hydrogen atoms. Thus a large number of reactive hydrogen atoms are required

to make bonds to the excess dangling bonds, avoiding surface graphitization.

Spatial distribution of atomic hydrogen is strongly dependent on parametric

conditions [57].

Atomic hydrogen accelerates the gas phase reaction and promotes the decompo-

sition rate of CH4 or C2H2 into active radicals.

CH4 þ �H ! CHx þ H2 ðx ¼ 1 to 3Þ (2)

C2H2 þ H ! C2Hþ H2 (3)

4 Plasma Enhanced Techniques for Chemical Vapour

Deposition Diamond Synthesis

4.1 Microwave Plasma Enhanced CVD (MWPECVD)

Scientists at the National Institute for Research in Inorganic Materials (NIRIM),

Japan, demonstrated the first working microwave plasma enhanced CVD diamond

system [58] where polycrystalline diamond growth was demonstrated on a silicon

substrate. It is known that molecules are efficiently dissociated in microwave

plasmas giving rise to a cocktail of neutral and charged particles as well as electron.

The generation of plasma in a microwave system involves the oscillation of charged

particles at the microwave frequency. Collision of electrons with gas atoms and
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molecules generates high ionization fractions. Microwave plasmas are typically

described as having “hot” electrons and “cool” ions and neutrals where the electron

temperature can be in the hundreds of eV but the ions are essentially at room

temperature. Under such conditions, high flux of energetic electrons on the sub-

strate surface functioned as growth activators as a result of active sites formed.

Microwave energy is introduced into the reaction chamber using antennas or

wave guides which convert a rectangular microwave signal into a circular mode,

later pass through a silica microwave window (vacuum barrier) into a cylindrical

cavity which is a PECVD process chamber. The location of the luminous plasma

ball is controlled by the cavity tuning as well as the pressure, power, and gas phase

composition of plasma. The luminous ball will further contract in size as the

pressure in the chamber increases. The luminous ball will increase in diameter as

the microwave power is increased.

This technique of plasma generation exhibits good stability and high density

plasmas and the generation of the plasma does not require any electrode, thus

eliminating the possibility of contamination from particles sputtered from the

electrode. The plasma is also confined to the center of the deposition chamber to

form ball-shaped plasma, thus carbon deposition on the walls of chamber is

minimal. The main disadvantage the MWPECVD is the difficulty of scaling up to

industrial scale.

4.2 Direct Current (DC) Plasma Enhanced CVD

In DC plasma CVD, a negative or positive DC voltage is applied to the substrate

platen or to an auxiliary electrode to generate plasma in rarefied gas mixture.

Intermediate electrodes may be used to guide the plasma and to alter the plasma

position and properties. DC plasma enhanced CVD shows both advantage and

disadvantage. The diamond deposition area is only limited by the size of the

electrodes and the DC power supply which is technically relatively easy to over-

come. The disadvantage of DC plasma enhanced CVD is that it may self extinguish

if a very thick film is grown since a biased platen will change its bias if coated by a

dielectric diamond film.

Japanese scientists developed the DC arc PECVD methods which created thermal

plasmas capable of growing diamond films at rates �20 mm h�1. Kurihara et al. at

Fujitsu Laboratories have developed a DC plasma jet process called the DIA-jet

process [59] which utilized a gas injection nozzle composed of a rod cathode

concentric with a tube anode. Gases passed between the cathode and anode and

were sprayed out from an orifice in the anode. The gas mixture is CH4 and H2 with a

carrier gas (Argon or Helium); the total pressure is between 4.1 and 41 kPa

(30–300 torr) were typical. The DC arc is sustained by 80–150 V and 10–50 A

(power of 0.8–7.5 kW); the substrate was water cooled to maintain the substrate

temperature between 520 and 1,220�C. Typical growth rates reported to be as high as
80 mm h�1. DC arc methods have demonstrated high deposition rates and ability to
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synthesize high quality diamond and are gaining acceptance as a commercially viable

manufacturing technology for diamond film synthesis; De Beers’s industrial diamond

developing CVD diamond using 10 kW DC Arc jet system.

4.3 Radio Frequency Plasma Enhanced CVD

Radio Frequency plasmas are widely used in the fabrication of silicon based

microelectronics mainly in dry etching systems. As a result, rf plasma systems

technology are the most developed. There have been sparse reports on the use of rf

plasma to fabricate diamond thin films. In most reports, inductively coupled rf

plasmas were used since these are simple systems capable of generating high

density plasmas. Furthermore, rf power coupling to the gas using conductive coils

located outside the reactor chamber, thus eliminating contamination from sputtered

coil materials. Rudder et al. [60] and Bozeman et al. [61] reported the deposition of

CVD diamond using rf plasmas with the methane–hydrogen system and verified the

existence of cubic diamond based on Raman spectroscopy and X-ray diffraction.

Although existence of cubic diamond was proven, Raman spectra showed signifi-

cant inclusion of graphitic carbon. Furthermore, less facetted diamond crystallites

based on their SEM analysis again indicated the inclusion of graphitic carbon, at

least on the surface. An important point reported was that diamond growth in an rf

plasma was feasible at pressures >1 torr and high input power. Noda et al. [62]

reported using ICP rf plasma to deposited diamond using methanol-hydrogen-water

system at relatively low pressure of 80 mtorr. They reported enhanced diamond

growth with increasing water partial pressure of up to 40 mtorr.

Studies by our group [63, 64] showed that significant silicon substrate damage

occurred at pressures lower than 20 mtorr based on the observation of pits and no

deposition. This is especially true when the plasma was operated in the H-mode

where the plasma density is much higher than the E-mode. This is mainly due to the

nature of inductively coupled rf plasmas which is high ion and electron tempera-

tures. Furthermore, the formation of the sheath layer at the interface created

significant electric field which gives kinetic energy to positive ions in the plasma.

The ions impinge on the substrate surface as a consequent of its kinetic energy and

also due to the fact the substrate is also more negatively charged that the environ-

ment, as a result of faster electrons. Ion temperatures of tens of eV and electron

temperatures in the hundreds of eV are common in inductively coupled plasmas.

Thus, the needs for higher pressures where ion and electron densities and tempera-

tures are reduced due to gas phase collisions where diamond liked carbon are

formed. Our study on a hybrid rf plasma and hot filament system showed that the

effect of rf plasma activation and hot filament activation were independent of each

other [65] where results from increasing rf power from 0 to 400 W reduced the

amount of cubic diamond and enhanced graphitic carbon with increasing rf power.

Excessive surface sputtering in the rf plasma due to the high density and energetic

ion species seemed to be the main inhibitor of diamond growth.
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5 Doping of CVD Diamond

The many excellent mechanical, chemical, optical and chemical properties of CVD

diamond coupled with it is a material with a wide band gap makes it a prime

candidate for specialized microelectronics materials. Being a material of negative

electron affinity(NEA) conducting diamond films can function as robust field elec-

tron emitters, Doping with boron, which has an acceptor level of Ev þ0.37 eV [66]

has been investigated using the Cold Implantation Rapid Annealing (CIRA) tech-

nique [67]. Besides boron as a p-type dopant, n-type dopants like sulphur, lithium,

sodium, and phosphorus were used in doping of diamond with varying degrees of

success. The doping process can be done either during deposition (in situ doping) or

post deposition (ex situ doping).

Li et al. [68] reported that in microwave plasma assisted CVD, sulphur incor-

poration was enhanced by the presence of boron but the donor level energy was

reported to decrease from 0.52 to 0.39 eV. Borst and Weis investigated the

electrical properties doped diamond film and found that Li, Na and P doped films

had very high resistivity of over 109 Ocm�1 [69]. They reported boron doped film

showed activation energy of electrical resistivity in the range of 0–0.43 eV com-

pared to 0.16 eV for lithium doped. Suzuki et al. [70] demonstrated that the p-type

conduction existed for B doped CVD diamond based on (I–V) and (C–V) measure-

ments. The barrier height Fb for the Schottky junction was reported to be 1.77 eV.

They also reported the proportional increase of net acceptor concentration with

boron concentration based on C–V measurements. Boron-doped CVD diamond

electrodes fabricated by Latto et al. [71] showed that at an oxygenated electrode

surface, two time constants were observed in impedance plots where the electron

transfer process was thought to be mediated by surface states.

Bohr et al. [72] suggested that phosphorus addition during diamond growth

influence the growth kinetics primarily due to surface reaction rather than to

changes in the gas activation. They used 5% ultrapure phosphine 99.998% mixed

in 94% hydrogen and 1% CH4. Koizumi et al. [73] successfully fabricated phos-

phorus doped n-type diamond thin films with the activation energy of carriers at

0.46 eV in a higher temperature region and the Hall mobility was 28 cm2 V�1 s�1

for a sample with 600 ppm PH3 content in the deposition mixture. There has been

report that increasing the amount of dopant source gas during diamond growth

enhanced the growth rate for example, Tsang et al. reported enhancement with

addition up to 2,000 ppm but decreased when PH3 concentration reached above

3,000 ppm [74].

Sulphur doping in diamond film using the MWCVD system was reported by

Petherbridge et al. [75]. They showed that sulphur incorporation into the diamond

film are directly proportional to the H2S concentration in gas phase at number

densities about 0.2%. The sulphur incorporation was further supported by the four

point probe measurement. The group compared HFCVD with MWCVD deposition

of sulphur doping into diamond [76]. They reported little effect on film morphology

or growth rate was observed for HF grown diamond films, even at high doping
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levels (1% H2S in the gas phase), and little or no evidence was seen for

S incorporation into these films. In contrast, deposition from MW plasmas yielded

diamond films of which the morphology, degree of S incorporation were strong

variation of H2S incorporation. Nishitani-Gamo et al. [77] reported producing

sulphur doped homoepitaxial (001) diamond which showed n-type conduction by

Hall Effect measurements in the temperature range 250–550 K. The mobility of

electrons at room temperature was reported at 597 cm2 V�1 s�1.

6 Characterization of CVD Diamond

One of the main issues related to the utilization of CVD diamond as an industrial

material is the purity of the diamond film. As it is well known that sp2 bonded

carbon formation competes with the formation of diamond which is sp3 bonded

carbon. Here, we discuss three of the most common techniques, namely scanning

electron microscopy, X-ray diffractometry and Raman spectroscopy.

6.1 Scanning Electron Microscopy (SEM)

Scanning electron microscopic images is undoubtedly the most appealing analysis

technique when applied to CVD diamond. SEM gives the morphology of the crystal

structure. For example, in Fig. 6, the crystal particle structure of CVD diamond

deposited using the hot filament technique is clearly visible. Useful as it is in

visually evaluating diamond film growth; the SEM technique by itself is inadequate

in determining CVD diamond quality in terms of diamond and non-diamond

composition of the sample. Well facetted crystal structures may harbor layers of

amorphous carbon on its surfaces.

6.2 X-Ray Diffraction

X-ray diffraction method is one of the non destructive methods used for both lattice

parameter measurement and crystallinity measurement. The phenomenon of X-ray

diffraction by crystals results from a scattering process in which X-rays are scat-

tered by the electrons of atoms without any changes in wavelength. A diffracted

beam is produced by coherent or Bragg scattering only when certain geometrical

conditions are satisfied. This may be expressed in either of two forms, Bragg’s

diffraction law or the Laue equations. From the Bragg equation for the cubic system
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nl ¼ 2affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 þ k2 þ l2

p sin y (4)

nl ¼ 2dsiny (5)

where d equals to a/
ffip
h2 + k2 + l2, is the inter-planar spacing, y is the diffraction

angle, n is an integer and l is the incident wavelength. The h, k and l are the Miller

indices of the peaks and a is the lattice parameter of the elementary cell.

Figure 7 shows typical X-ray diffraction spectra of CVD diamond where the

crystalline nature of the films is evident. It is obvious that the film is polycrystalline

and the peak high distribution can be compare to standard values for powder

diffraction, which can reveal preferences in crystal orientation. Also, peak positions

Fig. 6 Scanning electron microscopy (SEM) images (a) diamond film layer on silicon substrate

(b) diamond crystal at the edge of film and (c) polycrystalline diamond film in the center position
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which are normally shifted to higher or lower values than that of standards are signs

of compressive and tensile stress respectively. Residual stress which is an important

feature of CVD diamond on non-diamond substrates determines the adhesiveness of

the film to the substrates. Studies using X-ray diffraction revealed that the main

reasons can be attributed to lattice mismatch between diamond and substrate, and

the difference in the coefficient of expansion of diamond and substrate materials.

In terms of elucidating the quality of CVD diamond, X-ray diffraction analysis

has the capability to confirm the existence of crystalline diamond forms and to some

extend crystalline graphitic carbon forms. The presence of amorphous carbon may

not be efficiently detected.

6.3 Raman Spectroscopy

In the case of single crystal diamond, the carbon atoms are bonded to their

neighbors by strong covalent sp3 bonds, forming cubic structure belonging to the

Oh
7 (Fd3m) space group. The diamond structure has only one triply generate optical

mode at the centre of the Brillouin zone (T2g symmetry) which appears as a sharp

line at 1331.9 cm�1 [78]. Under ambient conditions, the graphite structure with

strong in-plane sp2 bonding is the most stable phase and the crystal structure

belongs to the D6h
4 (P63/mmc) hexagonal space group. The graphite crystal

exhibits two Raman active modes, namely the E2g2 mode at 1,582 cm�1 and

under special conditions, the E2g1 mode at 42 cm�1.

The peculiarities of Raman spectra from CVD diamond can be demonstrated

with aid of Fig. 7. For natural diamond, a sharp peak at about 1,332 cm�1 formed

the signature for cubic diamond. The sharpness of the peak is due to symmetry of

the carbon atoms bonded tetrahedrally in the diamond crystal. Typical spectra for

CVD diamond shown in Fig. 7b illustrate a number of characteristics. Firstly,

looking at the best diamond film which is the upper trace in Fig. 8b, there a
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Fig. 7 Typical X-ray diffraction pattern of CVD diamond
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luminescent background is evident. This was due to continuous emission as a result

of crystal defects expected in CVD diamond. Another possible reason is due to the

inclusion of impurity atoms, mainly nitrogen which is expected to be present in a

CVD environment. By comparing the three spectra in Fig. 8b, it is clear that the film

deposited at about 600�C significant peaks due to graphitic carbon around

1,400 cm�1 and 1,500 cm�1. It is known that the Raman shift due to graphitic

carbon is about 50 times more efficient than that of diamond [76], Raman
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Fig. 8 Raman spectra of diamond (a) a clean spectrum from natural diamond (b) spectra obtained

from CVD diamond synthesized using the microwave plasma technique on silicon substrates with

1% CH4 and 99% H2 at varying temperatures
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spectroscopy is an excellent technique for monitoring the presence of graphitic

carbon in the film. Notice that the peak position of the diamond line increased with

deposition temperature. This is due to the increase in the residual stress of films

deposited at increasing temperatures, as a result of the difference between the

values of the coefficient of expansion of diamond and silicon.

7 Potential Applications of CVD Diamond

Although it has been about 30 years the potential applications of CVD diamond

have been enthusiastically promoted in numerous publications, grant submissions

and talks it still remained in a potential. However it is worth a revisit and assesses

the realities of these potentials. As mentioned earlier, the main strength of diamond

as a material is it mechanical, chemical, optical and electrical properties. Optically

diamond is transparent from the uv to the far infrared, making an excellent optical

windows especially in hard environments. As medical radiation detectors, diamond

is attractive because it is stable, non-toxic and atomic number value close to that of

biological tissues. Vittone et al. [79] compared the thermoluminescence response of

polycrystalline diamond with standard LiF TLD100 under beta irradiation and

reported similar response for one of their diamond sample.

However, the most promising potentials are with conducting diamond films.

Although, as microelectronics devices the issues related to wafer size single crystal

fabrication and n-type doping still persist, applications in the field of electrochem-

istry seemed the most promising especially as electrodes for operations in harsh

chemical environment. Such applications require the film just to be conducting

without the stringent specifications of the electrical properties. Vinokur et al. has

reported that boron doped diamond films exhibited unsurpassed properties for such

applications [80].

Another promising application of doped diamond is as field electron emitters.

However undoped diamond seemed to be more efficient emitters than conductive

boron doped samples. This was attributed to emission from graphitic carbon present

at the grain boundary of diamond particles in polycrystalline diamond samples [81].

8 Challenges of Industrial Scale CVD Diamond Production

After the much progress in the science and technology of the synthesis of CVD

diamond the realization for actual industrial applications is still elusive [82]. The

main obstacle remains the slow growth rate of a few mm per hour renders the

process and the product too expensive. Furthermore, issues on the homogeneity of

film quality remain an issue. Substrate surface temperature being a key parameter in

the deposition process changed significantly after a layer of diamond is formed due

to the high thermal conductivity of diamond. For the application of CVD diamond
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as wear resistant coatings, serious issues related to substrate adhesion, substrate

compatibility and residual stresses are still unresolved. Also, with the relatively

high deposition temperature of present techniques most material surfaces are

unsuitable for coating. As for potential applications for the fabrication of micro-

electronic devices, two main technical hitches have to be overcome. Firstly,

efficient and cheap techniques have to be developed to fabricate wafer size single

crystal diamond. Secondly, these single crystal diamond wafers will have to be

doped. While techniques of p-type doping mainly with boron have been quite

developed, the progress in n-type doping still lags behind. Taking the silicon

experience as a guide, many attempts on doping diamond with phosphorus have

been reported but with no real breakthrough in terms of producing n-type diamond

suitable for microelectronic devices. As such, the field of CVD diamond is still

wide open waiting for a breakthrough for the excitement to return and possible

some real industrial applications to be realized.

9 Summary

In this chapter some aspects of the issues related to the synthesis and characteriza-

tion of CVD diamond is briefly revisited. CVD synthesis techniques using the hot

filaments and plasma are discussed as demonstration for the CVD synthesis of

diamond as a whole. Characterization of CVD diamond films based on evaluating

film quality is discussed in the light of the scanning electron microscopy, X-ray

diffraction and Raman spectroscopic techniques. The challenges of producing

industrial scale CVD diamond was appraised in the light of technical difficulties

highlighted by the numerous work during the golden age of CVD diamond.
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Versatility of ZnO Nanostructures

Muhammad Kashif, Majid Niaz Akhtar, Nadeem Nasir,

and Noorhana Yahya

Abstract Development of novel devices depends on the size, structure and con-

trolled morphology of nanomaterials. Understanding the growth parameters and

growth mechanism of nanostructured materials is essential. ZnO is one of the most

promising and important semiconductor materials for its semiconducting character-

istics. Variety of ZnO nanostructures such as nanowires, nanorods, nanotubes,

nanorings, nanohelixes, nanosprings, nanobelts can be prepared by using a solid–

vapour method, vapour liquid solid method and hydrothermal methods under

specific growth conditions. ZnO clearly demonstrates its versatility in its structures

and characteristics. This chapter also reviews the novel nanostructures of ZnO

synthesized by solid–vapour method, vapour–liquid–solid method and hydrother-

mal method and their growth mechanisms. The applications of ZnO nanostructures

as gas sensing, field effect transistors, solar cell, piezoelectric and EM detector is

discussed.

1 Introduction

ZnO is one of the most important semiconductor material due to its wide band gap

(3.37 eV) and large exciton binding energy (60 meV) at room temperature. ZnO has

unique properties and versatile applications such as nanolaser, resonators, biosen-

sors, optoelectronic materials and gas sensors [1–3]. ZnO nanostructures such as
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nanorods, nanowires, nanohelix, nanorings, and nanobelts are synthesis by different

methods [4]. These nanostructures show novel optical, electrical, mechanical and

chemical properties. The size, shape, crystal structure and surface structure of the

nanomaterials effect the novel properties therefore an understanding of the pre-

parations methods and mechanisms by which size and shape of nanostructures can

be control is required [5, 6]. ZnO can be prepared by several methods such as metal

organic chemical vapour deposition (MOCVD), thermal evaporation through

vapour liquid solid, vapour solid mechanism, template technology, and chemical

solution route such as hydrothermal, sol gel methods. High quality ZnO nano-

structure can be obtained by using metal organic chemical vapour deposition

(MOCVD), Molecular Beam Epitaxy (MBE), and RF magnetron sputtering meth-

ods, however these methods are expensive. Chemical solution methods are easier

and cheaper method to obtain variety of ZnO nanostructures [7]. This chapter

presents versatility of ZnO nanostructures prepared by different methods and

their potential applications in the future.

2 Crystal Structure of ZnO

Zinc oxide is an oxide of group II metal Zinc that belongs to P63mc space group.

Zinc is in the transition metal row which has 3d10 moments and hence it does not

have any unpaired electron orbiting around the nucleus [5, 8, 9]. Zinc oxide is a

semiconductor material with a hexagonal wurtzite [10] crystal structure (Fig. 1). It

has been reported that ZnO has very large exciton binding energy of 60 meV [5, 8,

9, 11] at room temperature which makes it a promising candidate for short wave-

length Light Emitting Diode (LED) [12].

The tetrahedral coordination in ZnO results in piezoelectric and pyroelectric

properties [5, 9]. Tetrahedral ZnO (T-ZnO) nanostructures have been reported by

Dai et al. [5].These nanostructures were synthesized by using thermal evaporation

method without the presence of catalyst at 850–950�C. It could be observed that the
ZnO structures are typically of tetrahedral in shape with four legs. ZnO nanostruc-

tures are wurtzite structure with lattice constant of a ¼ 0.324 nm and c ¼ 0.519 nm.

Zn2+
(0001)-ZN

(0001)-O O2--
Fig. 1 The wurtzite structure

model of the ZnO (adapted

from [10])
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The major peak observed is at (101) plain nanotubes (NT) was also studied by

Zhang et al. [13] which could potentially be used for industrial applications in

magneto optic devices. The ZnO nanotubes has wurtzite crystal structure with

lattice parameter as a ¼ 0.325 nm, c ¼ 0.52 nm, a ¼ b ¼ 90� and g ¼ 120�. It
was reported that the T-ZnO structure has two stages: nucleation the initial stage

and are crucial role which induces diffusion, collisions of atoms and reaction

between the vapour molecules in the formation of the tetrahedral of the ZnO

structure. The second stage is the growth stage which will occur after super

saturation ZnO tetrahedron nanostructures were also reported to have a link to the

photoluminescence emission.

3 Synthesis Techniques

Different types of ZnO nanostructures can be prepared by two main techniques

1. Gas phase method

2. Solution phase method

In solution phase method liquids were used to get ZnO nanostructures where as

in gas phase method different gases were used in vacuum chambers.

3.1 Gas Phase Method

Preparation of ZnO nanostructures can be done by using gas phase method which

can be carried out at a very high temperature (500�C to 1,500�C). There are many

methods for gas phase synthesis of ZnO nanostructures such as

1. Vapour–solid (VS) and vapour–liquid–solid (VLS) methods

2. Chemical vapour deposition (CVD) technique

3. Physical vapour deposition (PVD) technique

4. Evaporation of Zn and ZnO mixtures

5. Microwave technique

3.1.1 Vapour–Solid (VS) and Vapour–Liquid–Solid (VLS) Methods

The famous method for the synthesis of variety of ZnO nanostructures is vapour

transport method. Due to variety of different nanostructures vapour transport

method were classified into two methods vapour solid method and vapour liquid

solid method. In vapour solid method ZnO nanostructures of different morphology

produce without catalyst structure. In VLS method nanostructures are produced in

the presence of the catalyst such as Au, Ag etc. In VS method evaporation of the
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source powder take place at elevated temperature and convert to vapours. These

vapours under certain condition such a temperature, pressure, atmosphere and

substrate condenses to form desired nanostructures products. A typical vapour

solid process can be briefly described as follows: Pure zinc powder was put in an

alumina boat, which was then transferred into a horizontal alumina tube placed in a

horizontal tube furnace. The reaction chamber was heated to high temperature

under a flowing argon atmosphere at suitable pressure.

In vapour phase method, ZnO nanostructures are grown by using ZnO and

graphite powders as source materials. ZnO powder is reduced by carbon and carbon

monoxide to low melting point Zn and suboxides of ZnO. These Zn and suboxides

of ZnO were transferred to low temperature region by N2/O2 carrier gas where

condensation took place. Nanodroplets were formed and these nanodroplets com-

bine with oxygen to form nanostructures of ZnO on a substrate. Oxygen is used to

form ZnO nuclei and the growth began until reactant flow is available. In the VLS

method, ZnO vapour were dissolved in the catalyst to form eutectoid of Zn–Au and

oxidized with oxygen from the ambient gas in the growth zone. Growth of ZnO

nanostructures in VLS/VS depend on the various synthesis conditions namely

temperature, growth pressure, starting reagents and flow rate [14]. Experimental

set up for vapour solid method is shown in Fig. 2.

3.1.2 Metal Organic Chemical Vapour Deposition (MOCVD)

Metal organic chemical vapour deposition technique can be used to grow ZnO

nanostructures. The ZnO crystal growth without catalyst depends on the substrate

temperature, hydrogen flow rate, pressure of the precursor and substrate position as

reported by [15]. ZnO nanowires can be prepared by MOCVDwithout catalyst [16].

It was found that high quality nanowires were clearly observed as compared to

other methods which use catalyst. Schematic diagram of MOCVD method is shown

in Fig. 3. The advantages of this technique are high quality film can be produced

and these films can be used as industrial mass applications [16]. Yadouni et al. [15]

Fig. 2 Experimental set up for vapour solid method
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reported that a good quality ZnO film can be prepared by MOCVD method on the

sapphire substrate at 270–450�C temperature with total flow rate of 5.5 L/mm. In

this work, the pressure employed was PDEZn at 14 Pa, Pt-but at 70 Pa, the total

pressure is equal to atmospheric pressure and substrate position was 3 cm from the

gas inlet.

3.2 Solution Phase Method

Solution phase preparation method uses aqueous solutions for the growth of ZnO

nanostructures. Most of the researchers reported the solution phase preparation

methods which are as follows:

1. Sodium hydroxide (NaOH) and zinc chloride (ZnCl2) were added in deionized

water to produce ZnO nanostructures by hydrothermal process [17].

2. Zinc acetate [Zn (CH3COO)2·2H2O] was dissolved in methoxyethanol (MEA)

solution and a glass substrate was used to obtained the thin films of ZnO by sol

gel synthesis [18].

3. Zinc acetate dihydrate [Zn (CH3COO)2·2H2O] was mixed in deionized water

and lithium hydroxide was added in the zinc acetate which was stirred by using

a magnetic stirrer. ZnO nanostructures were formed using this method [19].

Fig. 3 Schematic illustrations of the experimental set-ups used for MOCVD
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3.2.1 Hydrothermal Method

Hydrothermal method is a well known solution phase method for the growth of ZnO

nanostructures. Different types of ZnO nanostructures with different morphology

can be obtained by changing the conditions such as chemicals and their concentra-

tion and temperature as reported by Sun et al. [20]. In this synthesis method most of

the ZnO nanostructures consist of nanorods and nanowires. For the growth of ZnO

nanorods a seed layer is coated by pulse laser deposition (PLD) on the substrate and

ZnO vertically aligned nanorods are grown on the seed layer. Many kinds of seed

layers are used for the growth of ZnO nanostructure such as spin coated ZnO

nanoparticles [21], sol–gel seed layer [22], RF sputtered [23], and ZnO based

seed layer. Hydrothermal method is environment friendly easy to make low pro-

duction cost as compared to other ZnO preparation techniques. Faster nucleation

growth as compared to water can be done in alcoholic medium by using zinc nitrate

hexahydrate. Baruwatie et al. reported the synthesis of ZnO nanoparticles by

hydrothermal method in an autoclave by using Zinc nitrate hexahydrate. The

distilled water and ammonium hydroxide solutions were mixed and stirred at

120�C temperature at a pH of 7.5 for the period of 6–24 h. It was then dried at

80�C to get nanoparticles [24].

4 Morphological Studies of Nanostructures ZnO

ZnO nanostructures are in the form of nanorods, nanowires, nanohelix, nanorings,

nanocombs, nanobelts. These nanostructures produce due to different growth

mechanisms which depend on synthesizing method and different growth condi-

tions [25]. Some nanostructures growth mechanisms are well understood while

other methods require investigation. One dimensional nanostructures of ZnO have

been synthesizing by VS/VLS, electrochemical deposition and hydrothermal

synthesis.

4.1 Nanowires and Nanorods

There is an increasing interest in studying nanowires and nanorods due to their

applications. Aligned arrays of ZnO nanowires and nanorods are used in the

optoelectronics, dyesensitized solar cell (DSSC), piezoelectric nanogenerator,

field emission, and gas sensing [26].

The most famous method for the production of aligned ZnO nanowires is vapour

liquid solid method in which metal catalyst is used to initiate and guide the growth

of nanowires and nanorods. In this method Au, Fe, Sn, Ag, Cu is used as a catalyst

but the most commonly used catalyst is Au. A systematic study of ZnO nanowire
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growth mechanism was carried out by studying the effect of Zinc vapour pressure

and catalyst such as Au, Pt and Ag. It was observed these parameters play an

effective role for ZnO nanowires growth [27]. Aligned nanorods was prepared

without catalyst and at a low temperature by using vapour transport method [28].

The diameter of nanorods range from 80 to 900 nm and length of 12 mm. Figure 4

shows SEM images of nanorods on 6H-SiC substrate grown at 750�C and 10 mbar.

Micheal et al. [29] reported the effect of Au catalyst on the diameter of the ZnO

nanowires by using vapour liquid solid method. ZnO nanowires were grown on the

gold coated silicon substrate by heating the mixed powder of ZnO graphite to 900–

950�C under constant flow for 30 min. It has been found that there is direct

correlation between the size of catalyst and particles resulting from the diameter

of the nanowires. A further decrease in nanowires diameters can be achieved

through hydrogen reduction when ZnO nanowires were treated in hydrogen flow

at 525–575�C for 30 min.

The formation of ZnO nanowires takes place after four steps, which are given

below [30, 31]

1. Deposition of metal thin film

2. Formation of catalyst nanoparticles

3. Nucleation of the ZnO

4. Growth of ZnO nanowires

At the reaction temperature, reduction of ZnO will take place by graphite and

CO (g). The chemical reaction is given below [30, 31]

ZnOðsÞ þ CðsÞ ! ZnðgÞ þ COðgÞat � 900�C (1)

COðgÞ þ ZnOðsÞ ! CO2ðgÞ þ ZnðgÞat � 900�C (2)

Fig. 4 SEM images of ZnO nanorods on 6H-SiC substrate grown at 750�C and 10 mbar (a, b) and

at 750�C. Growth rate is higher in “lines” (scratches) on the initial SiC wafer caused by SiC wafer

polishing (adapted from [28])
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The deposition and condensation of these gaseous products take place at the

catalyst particles and a following reaction take place

ZnðgÞ þ COðgÞ ! ZnOðgÞ þ COðsÞ þ CðsÞ (3)

ZnðgÞ þ OðgÞ ! 2ZnOðsÞ (4)

CðsÞ þ CO2ðgÞ ! 2COðgÞ (5)

According to (3) and (4), O2 and CO provided the oxygen source of the ZnO

nanowires.

4.2 Nanotubes

A systematic study of the growth of hexagonal ZnO nanotube arrays using a

chemical solution method by varying the growth temperature, time and solution

concentration was carried out by [32]. GaN thin film was grown on the sapphire

surface. Zinc nitratehexahydrate and hexamethylietetraamine (HMTA) in 1:1 ratio

was used to make the precursor solution. The solution for reaction was kept at 95�C
for 2–3 h and at 50�C for 3–48 h after that allows cooling at room temperature.

The diameter of these nanotubes ranges from 500 to 800 nm and wall thickness

50–100 nm, length of nanotubes increase with growth time.

Growth of the nanotubes can be explained by the following reactions

ðCH2Þ6N4 þ 6H2O ! 4NH3 þ 6HCHOn (6)

NH3 þ H2O ! 4NH3 � H2O (7)

NH3 � H2O ! 4NH4þ þ OH� (8)

Zn2þ þ 2OH� ! ZnðOHÞ2 (9)

ZnðOHÞ2 ! ZnOþ H2O (10)

Growth of the ZnO nanotubes take place after two stages (1) growth of the ZnO

nanorods (2) etching of the ZnO nanorods. In the first stage precipitation of ZnO

nanorod take place. At the early stage of the growth, ZnO2
2� adsorbed on the positive

polar face of ZnO nuclei surface and faster growth of the nanorods take place in

(0001) direction. In the second stage dissolution of the ZnO nanorod take place. This

dissolution of the nanorods produces non polar hollow structure. Single crystalline

ZnO nanotubes were grown by MOCVD method at temperature 400�C on the

sapphire substrate [33]. Nanotubes were hexagon-shaped and perpendicular to the

substrate. Inner and outer bases of the hexagonal shape of nanotubes were 250 and

400 nm in length and had 130 nm wall thicknesses, respectively as shown in Fig. 5.
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4.3 Nanobelts

One of the most famous nanostructures of ZnO is nanobelt [34]. Nanobelts are free

from the dislocation and other line defects due to which nanobelts are important for

electronic and optoelectronic applications. Nanobelts are used in the fabrications of

FET, Gas sensors nanoresonators and nano cantilevers [35, 36]. Nanobelts have

rectangular shape with 10–50 nm thickness and width of 3–10 nm. Figure 6 show

the TEM image of ZnO nanobelts [34].

Nanobelts are structurally and morphologically controlled because it has con-

trolled properties. There are two factors that affect the growth of ZnO nanobelts (1)

surface energy and (2) kinetic of the growth. Mostly ZnO nanobelts are grown by

thermal evaporation method. ZnO nanobelts are grown in the lower energy and

nonpolar surface such as (0 1 1 0) and (2 1 1 0) due to difference in surface energy

(0 0 0 1), (2 1 1 0) and (0 1 1 0) surfaces [34].

Nanobelts can be grown using solid vapour method with catalyst [37] and at ZnO

source decomposition temperature of 1,350�C. The nanobelts were grown on the

alumina substrate at 400–500�C under 250 torr. Each nanobelt had uniform size

distribution and the width of the nanobelt in the range of 10–60 nm and 5–20 nm

and length up to several hundreds of micrometer. Electron diffraction show the

nanobelt grows along [2 1 1 0] axis with top/bottom surface � (0 0 0 1) and side

surface � (0 1 1 0). The nanobelts are single crystalline and dislocation free as

revealed by the TEM and geometrically uniform [37].

4.4 Nanorings and Nanohelix

ZnO nanorings and nanosprings are used in actuators, sensors, resonators, piezo-

electric for chemical and biological detection [38].The formation of nanorings and

Fig. 5 SEM images of a sample surface taken along the surface normal (a) and with a 30�

inclination (b). All of the ZnO tubes had exact hexagon-shaped cross sections and the same in-

plane orientations. (c) Image of the top of a ZnO tube. (d) Images of a few ZnO tubes that were

broken and lying on the sample surface. Inset in (d) shows the bottom image of a broken tube,

indicating a hollow structure (adapted from [33])
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nanosprings may take place due to rolling of single crystal nanobelts [38, 39].

Single crystal ZnO nanorings were grown by solid vapour method [39]. The source

materials decompose at 1,400�C at low pressure (10�3 torr). Ar gas was later

introduced at a flux of 50 sccm. Deposition of Si substrate at 200–400�C and Ar

pressure of 500 torr were able to composed many free standing nanorings with

diameter of 1–4 mm and wide shell of thickness 10–30 nm. SEM images show

uniform, flat and circular shape of the nanorings. Two types of nanorings structures

were found both have single crystal. Type I have non-uniform deform along the

circumference but the type II has uniform deformation along the circumference

ZnO nanorings growth can be explained by considering its polar surfaces of

nanobelt. ZnO nanobelt has polar charges on its top and bottom surface positively

charge plane (0 0 0 1) and negatively charge plane (�0 0 0 1). During the growth of

the nanobelt, uncompensated surface charges tend to fold in the nanobelt and its

length gets longer to minimize the area of the polar surface.

The interface of positively and negatively charge surface results the neutraliza-

tion of the local polar changes which reduce the surface area to form a loop with an

overlapped end. Initially the folding of nanobelt determines the radius of the loop

and reduces the elastic deformation energy. After the ring formation, the electro-

static interaction is the force in subsequent growth of nanorings. Natural attraction

of nanobelts on the rim of the ring continues the growth parallel to rim of the

nanoring to neutralize the surface charges and surface area. This result in the

formation of self coiled-coaxial uniradius, multiloopes nanoring structures as

Fig. 6 TEM image of the as-synthesized ZnO nanobelts (adapted from [34])
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shown in Fig. 7 [10], complete neutralization of surface charges inside the nano-

rings may produce slinky shape. During the growth of the nanorings the repulsive

force between the charges of surface stretches while deformation pulls the nanor-

ings. The balance between them produces nanohelix /nanosprings and nanospiral is

shown in Fig. 7 [10]. The ZnO nanobelts originated from the nanohelix have

uniform shape with radius of 500–850 nm and evenly distributed pitches [40].

4.5 ZnO Nanoflowers

Rose-like structure of ZnO can be prepared by using chemical vapour deposition

technique (CVD) [41]. This nanoflower structure was prepared at a temperature

of 600�C by using SiC as a substrate. ZnO Nanoflower structure has the size of

1–2 mm.

Flower-like ZnO nanostructure consists of ZnO nanosticks obtained by solution

process was reported by Wang et al. [42]. ZnO nanosticks consists of hexagonal

nanorods was achieved by zinc acetate dehydrate, sodium hydroxide and polyethy-

lene glycol at temperature of 180�C for 4 h. XRD results show that as synthesized

product is ZnO (Fig. 8). SEM micrographs shows ZnO nanosticks have diameter of

350–450 nm and length of 1–2 mm (Fig. 9) and TEM image of the grown ZnO

nanosticks are shown in Fig. 10.

Growth of ZnO nanoflowers can be synthesized by using zinc nitrate hexahy-

drate and hexamethylene tetramine at a temperature of 95�C on Si substrate [43]

Fig. 7 (a) Single crystal seamless nanoring formed by loop-by-loop coiling of a polar nanobelt (b)

deformation-free nanohelixes as a result of block-by-block self assembly; (c) spiral of a nanobelt

with increased thickness along the length; (d) nanosprings (adapted from [10])
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and the size of the nanoflower depend on growth time. ZnO nanoflowers structure

can also be achieved with hydrothermal method by using zinc acetate and sodium

hydroxide with different ionic liquids (ILs) [44]. The growth of ZnO branched

flower like nanostructures can be obtained with a new technique has been reported

by Sounart et al. [45] ZnO nanostructure crystal growth depends on the surface

energy of the specific crystals planes by using organic diamine additives with
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Fig. 8 Typical X-ray diffraction (XRD) pattern synthesized nanostructure: the indexed peaks

correspond to the wurtzite hexagonal phase (adapted from [42])

Fig. 9 SEM images of ZnO: (a and b) overall product morphology and (d and c) detailed view on

an individual flower (adapted from [42])
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different range of chain length and concentration. New nucleation sites can be

created by etching the surface and induction time. Growth rate can be increased by

increasing the concentration of diamine.

4.6 Quantum Dots

ZnO nanoparticles and quantum dots show quantum confinement effects which

increase the efficiency of optical devices. Quantum dots nanostructure can be

achieved by different techniques such as sol–gel, electromechanical, vapour

phase transport, RF magnetron sputtering, metal organic chemical vapour deposi-

tion method and laser ablation etc [46, 47].

ZnO quantum dot nanostructure prepared by sol–gel method was reported by

Yatsui [46]. Zinc acetate were added into boiling ethanol at atmospheric pressure

and the solution was cool down to 0�C and LiOH·H2O dissolved in ethanol at room

temperature in ultrasonic bath which also cool down to 0�C. Hydroxide solution

was added dropwise in the zinc acetate suspension with constant stirring at 0�C.
0.1 g of LiOH was added to stop the particle growth.

Fig. 10 (a) Low magnification TEM image of the grown ZnO nanosticks, (b) HRTEM image

showing the difference between two lattice fringes, which is about 0.257 nm and corresponding

FFT pattern (inset) is consistent with the HRTEM observation and (c) side elevation of the grown

ZnO nanosticks. 257 nm and the corresponding FFT pattern (adapted from [42])
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Figure 11 shows the TEM images of ZnO quantum dots nanostructure inside the

white dashed circle by using the sol–gel method. TEM image shows the mono-

dispersed single crystalline ZnO nanostructure.

Synthesis of ZnO quantum dots with and without annealing at different tem-

peratures has been reported [47]. When the temperature was increased from 873 to

1,273 k at 400 Pa some irregularity can be observed (Fig. 12). Figure 12a shows that

quantum dots nanostructure of ZnO having irregular shape and some of them are

spherical in shape prepared without annealing. Figure 12b indicates that QDs of

ZnO nanostructure is still irregular even though the produced quantum dots are heat

treated at 873 K. The less than 873 K temperature was not able to remove the

Fig. 11 TEM image of the

ZnO QD. The dark areas

inside the white dashed

circles correspond to the ZnO

QD (adapted from [46])

Fig. 12 TEM bright field images of ZnO quantum dots (a) without annealing and with annealing at

temperatures of (b) 873 K, (c) 973 K, (d) 1,073 K, (e) 1,173 K, and (f) 1,273 K with a size

classification at nominal size of 10 nm under a gaseous pressure of 400 Pa (adapted from [47])
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irregularity in the quantum dot nanostructure of ZnO. The irregularity in the shape

of QDs ZnO nanostructure can be removed at temperature greater than 973 K

(Fig. 12c). However this irregularity remains at 1,073 K (Fig. 12d). ZnO QDs

nanostructure annealed at temperature of 1,173 K and 1,273 K were totally con-

verted into spherical in shape as shown in Fig. 12e, f.

5 Applications of ZnO Nanostructures

Nowadays, ZnO semiconductor has attraction due to their different nanostructures

such as nanowires, nano rods, nanobelts, nanohelix, and nanospheres etc. Versatile

ZnO nanostructures have been used in different applications such as

1. Gas sensors

2. Solar cell

3. Field effect transistor

4. Piezoelectric application

5. Electromagnetic (EM) detector

5.1 Gas Sensors

ZnO nanostructures have potential applications for gas sensing due to high surface

to volume ratio [48, 49]. Many researchers used ZnO nanowires for gas sensing

[50–53]. Liao et al. reported the growth of ZnO nanowires and carbon nano tubes on

the Si (100) substrate. ZnO nanowires have diameter of 150–200 nm with length of

several microns where as CNTs has length of 10 mm and diameter of 50 nm. A

nanowire sensor was consisted of two electrodes one electrode consist of nanowires

and other copper plate and separation distance between anode and cathode was kept

100 mm. By using ZnO nanowires as anode at 480 V in air, a current discharge of

150 mA was produced and CNTs at anode at breakdown voltage of 292 V produced

current density of 280 mA. Similarly, by inserting metal electrode, when breakdown

voltage was 870 V the current discharge produced was 72 mA. ZnO nanowires at the

anode have moderated voltage in air than metal electrode and CNTs electrode has

lower breakdown voltage than ZnO nanowires electrode. Anode ionization device

with ZnO nanowires is used for detection of different gases such Co, NO2, H2, He,

air, and O2. ZnO nanowires gas sensor shows a very high sensitivity and response

within a very small amount of time [54].

Comini et al. reported the application of ZnO nanowires and nanocombs for gas

sensing .These ZnO nanowires and nanocombs were synthesized by thermal evap-

oration method [55]. Response of zinc oxide nanowires as a function of operating

temperature for 5 ppm of nitrogen dioxide, 1 ppm of ammonia, 50 ppm of acetone,
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100 ppm of carbon monoxide and 500 ppm of ethanol is shown in Fig. 13. Ethanol

and acetone show highest response and increases with operating temperature.

The sensitivity of zinc oxide nanowires as a function of the concentration of

acetone and ethanol at temperature of 400�C is shown in Fig. 14.

5.2 Solar Cell

The solar energy can be converted into electrical energy using photovoltaic (PV),

concentrating solar power (CSP), and dye-sensitized solar cell (DSSC) etc [56]. In

Photovoltaic devices at the interface of two materials charge separation takes place.

A monolayer of the charge transfer dye is attached to the surface of the nanocrystalline
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film. The dye is then used by electron donation from the electrolyte. The voltage

produced under light due to difference between Fermi level of the electron in the

solid and the potential of the electrolyte. Dye sensitized solar cells with silicon acts

as source of photoelectrons, causes electric field for charge separation and creates

current. The semiconductor materials such as ZnO, ITO2 were used for the trans-

portation of charges. Photosensitive dye was used to provide Photoelectrons. The

molecules of dye are so small, so in order to capture maximum amount of light,

nanomaterial need to be introduced with dye molecules. Schematic diagram for dye

sensitized solar cell is shown in Fig. 15.

ZnO nanostructures were studied for their applications in photonics. Photo-

luminescence (PL) spectra of ZnO nanostructures give information about the

excitonic emissions [57]. ZnO nanowires green emission density increases when

their diameter decreases. The green-yellow bands give emission peak due to

oxygen vacancy present in ZnO nanostructures. The band to band transition

gives strong emission peak than green yellow emission bands. At the red lumi-

nescence band, emission peak mainly occurs due to ionized oxygen vacancies

[58]. The morphology of ZnO nanostructures would directly effect on the photo-

voltaic of a dye-sensitized solar device (DSSC). Blue shift was observed in the

near UV emission peak in ZnO nanobelt. ZnO nanowire is the best nanostructures

for UV emission, where as ZnO nanorods are better for optical waveguides due to

large refractive index (�2) [59, 60].

Absorption spectra of dye-absorbed ZnO nanorods and nanoparticles were

reported Amaratunga et al. The ZnO nanorod based solar cell shows higher cell

efficiency (Z) of (1.32%) than ZnO nanoparticle based solar cell efficiency

(0.87%). It is observed that the intensity of the absorption peak of the nanoparticles

with N3 dye is less than nanorods. An increase in the conversion efficiency of the

solar cell was observed by morphology of ZnO nanostructures [61].

Min et al. studied the photovoltaic performances for dye-sensitized solar cell

(DSSC) of the ZnO nanowires synthesize by a microwave-assisted aqueous route at

low temperature of 120�C [62]. The I–V characteristics curve of DSSC using the

nanowires (Cell-a) and commercially ZnO powder (Cell-b), respectively is shown

in Fig. 16.

Fig. 15 Schematic diagram

for dye sensitized solar cell
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5.3 Field Effect Transistor

Nanostructures of ZnO semiconductor have made revolutionary changes in the

fabrication of electronics devices and industry as well. Nanowires and nano rods

of ZnO nanostructures were used for the electric transport measurements [63, 64].

ZnO nanostructures can be use for fabrication of field effect transistors (FETs).

Figure 17 shows schematic diagram of FET configured by using nanowire. A layer

of SiO2 with p-type silicon back gate was used for the development of field effect

transistor. Two metal electrodes which acts as source and drain were fixed at the

two ends of the nanowire. Electrical properties of the nanowire FET was carried out

by using current versus source drain voltage and current versus gate voltage [65].

Field effect transistor (FET) was made-up from ZnO having nanostructures by

many procedures. ZnO nanowires have n-type semiconductor behavior due to

oxygen vacancies and defects. ZnO thin films transistors considered as high

(7 cm2/v) electron field effect mobility but on the other hand single crystalline

ZnO nanowires gives high (80 cm2/N-s) [66]. It was also reported that coating of

polyimide on the ZnO nanowires would increase the electron mobility up to

1,000 cm2/V-s [67]. ZnO has versatile applications in photonics and electronics

due to different nanostructures and its semiconductor behaviour. But, due to

difficulty in p-type doping, many applications are still restless. Many researchers

are trying to make efficient p-type doping in ZnO nanostructures. P-type ZnO

nanowires creates P-N junction in field effect transistor. PN junction was combined

with logic circuits and configured efficient field effect transistor (FET). IV char-

acteristics show rectifying behavior of nanowires due to PN junction. It was

observed that when vertically aligned ZnO nanowires was used as field emission
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measurement, field of 18 V/mm was found by applying a current density of

0.01 mA/cm2 with emission current of 0.1 mA/cm2. ZnO nanowires prepared at

low temperature had produced better results than ZnO nanowires/nanoneedles

at high temperature [68].

Nanobelts were also used to fabricate field effect transistor (FET). Ethanol was

used in fabrication of ZnO nanobelts. ZnO nanobelts were distributed in ethanol by

ultrasonication process. After dispersing ZnO nanobelts dried them and deposit on

SiO2/Si substrate for AFM analysis. Gold electrode arrays were used with ZnO

dispersed nanobelts for the configuration of field effect transistor (FET). Electrode

gaps were taken as large as 6 mm and 100 nm as small [69].

Field effect transistors (FET) were configured by using ZnO nanowires as

reported by Goldbrger et al. ZnO nanowires were prepared by using gold thin

film as catalyst via carbothermal reduction process at 900�C. It was observed

that ZnO nanowires show single crystals with wurtzite structure. Nanowires

have diameter ranging from 50 to 200 nm with length of 10 mm. ZnO nanowires

dispersed in VLSI grade 2-propanol and transferred onto prefabricated Cr/Au probe

with Si (100) wafers. Electron beam lithography was used for the connection

between probe pads and ZnO nanowires, Measurements of field effect transistor

(FET) with nanowires were done by using probe station with HP 4156B parameter

analyser. Threshold voltage for current measured was �12.5 V for nanowire FET

where as it varies from �4.5 to �28 V for all samples [70].

At more negative voltage, there was no current in ZnO nanowire FET. From

plots, mobility of ZnO nanowires FET can be calculated [70]

dIsd
dVG

¼ mC
L2

(11)

Where, C is the capacitance. m is the carrier mobility, and L is the length of

nanowire channel.

Fig. 17 Schematic of a single ZnO nanowire based FET
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The capacitance is given by

C ¼ 2peoeSiO2
L

ln 4h
d

� � (12)

eSiO2 is dielectric constant of gate SiO2, h is thickness and d is the diameter of

nanowire. The carrier concentration equation is

ne ¼ VthC

qp d
2

� �2
L

(13)

The mobility of 17.1 cm2 V�1 s�1 with a carrier concentration of 1.1 � 107 for

FET nanotransistor was observed. The average carrier concentration and average

mobility 5.2 � 2.5 � 1017 cm�3 and 13 � 5 cm2 V�1 s�1 was found for FET

nanotransistor. ION/IOFF for FET wass ranges from 105 to 107 for FET nanowire

transistor [70].

Chen et al. fabricated the field effect transistor by hydrothermally synthesize

ZnO nanotubes [71]. ZnO nanotubes show typical n-type semiconducting behavior.

The Ids–Vds curves obtained at different gate voltages is shown in Fig. 18a. The

Ids–Vg curve is shown in Fig. 18b. For a given Vds, Ids decreases with increasing

negative Vg.

5.4 Piezoelectric Application

ZnO nanostructures are potentially used for the enhancement of piezoelectric

properties. Due to unique nanostructures ZnO can be used for the piezoelectric
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devices due to its non central symmetry, conductivity at room temperature, higher

band gap and large excitation energy [10].

The piezoelectric effect could be understand by considering an atom consists of

positive charge and surrounded by an ions as shown in Fig. 19.The negative charges

center of gravity lies at the centre of the tetrahedron when pressure was applied the

distortion will take place and the center of gravity of the negative charges will not

coincide with the position of the positive atom which lies at the centre of the

tetrahedron. As a result of this pressure, electric dipole created as shown in the

Fig. 19a.

Wang [10] measured the piezoelectric coefficient of the ZnO nanobelts by using

atomic force microscope. ZnO nanobelts were spread on the conductive surface

which was 100 nm Pd coated (1 0 0) Si wafer. After that to avoid electrostatic effect

and to achieve uniform electric field the whole surface was again coated with 5 nm

Pd. Piezoresponse force microscopy (PFM) was used to measure the piezoelectric

coefficient of individual ZnO nanobelt. Comparison of ZnO piezoelectric coeffi-

cient with ZnO bulk is shown in the Fig. 19b. The piezoelectric coefficient for ZnO

nanobelts changes from 14.3 pm/V to 26.7 pm/V with the change of frequency

while the bulk (0 0 0 1) of ZnO have 9.93 pm/V as shown in Fig. 19b. This result

shows that ZnO nanobelt is strong candidate for the piezoelectric applications.

Zhang et al. [72] reported the hydrothermally growth of ZnO nanowire array

with Zn foil and ammonia solution at 95�C for the controlled lengths and surface to

volume ratio of aligned ZnO. Surface to volume ratio can be changed by changing

the concentration of aqueous ammonia solution and the controlled length of nano-

wires can be adjusted by the reaction time. Piezoelectric property of ZnO nanowires

were studied by fabricating nanogenerator. Nanogenerator was made by two pieces

of stalked ZnO nanowires (NW) and penetrates to each other. One piece is coated

with gold for conductive nanotip. Nanogenerator (NG) was driven by ultrasound

waves as shown in Fig. 20. Piezoelectric current was measured and different

characteristic curve were obtained at different conditions.
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Figure 21a shows the short circuit current for four samples prepared with different

concentration of 4,7,10 and 15% and having different surface to volume ratio. The

ultrasonic frequency of 41 KHz was used to analyze the output current. The output

current was taken when the ultrasonic wave turned on. It was found that the average

output current � 20, � 30, � 44 and 47 nA for sample 1–4 respectively. It has been

concluded that by increasing the surface to volume ratio of ZnO nanowires the output

current increases as shown in Fig. 21a. Figure 21b indicates the short circuit current

with the change of length of nanowires of ZnO nanostructure ranges from 3.6 to

10 mm. The average short circuit current received at the output is � 7 �25 and

� 48 nA respectively. This result shows that with increasing length of ZnO nanowires

the output current will increase. A short circuit current was measured for sample 4

having 15% concentration and 10 mm length with the change of frequency of the

ultrasonic wave from 10 to 50 KHz as shown in the Fig. 21c. From results it has been

concluded that there is no relation between piezoelectric out-put and the frequency

because the variation for current is irregular.

5.5 Electromagnetic(EM) Detector

ZnO nanoparticles have been studied as electromagnetic (EM) detectors [73]

potentially to be used for Seabed Logging applications. The ZnO nanoparticles

were prepared by self combustion method and the XRD profile (Fig. 22a) indicates

single phase with average particle size below 50 nm. The self combustion samples

showed Raman shift at 437.67 cm�1 (annealed at 100�C and 200�C), 433.11 cm�1

Fig. 20 Schematic illustration of growth mechanism of the ZnO NW arrays and the assembling

procedures of a ZnO NG
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(annealed at 300�C) and 440.203 cm�1 (annealed 400�C). These two major shifts

are known as second order Raman shift are in the same range of reported values

which are 323–1,120 cm�1 shifts [73]. Figure 22b, c indicate that PVA + ZnO

polymer sample had shown higher voltage peak to peak (Vpp) comparing to the

PVA polymer without ZnO as filler. At 50 MHz, PVA polymer sample and

PVA-ZnO polymer sample showed 31.1 mV and 110 mV, respectively. The voltage
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peak to peak was decreased to 4.40 mV for PVA (pure) polymer and 8.91 mV for of

PVA þ ZnO polymer sample. The different percentage of PVA (pure) polymer and

PVA þ ZnO polymer sample are 253.7% (at 50 MHz) and 102.5% (at 60 MHz)

respectively. The results indicate that PVA-ZnO polymer can be used as EM

detector. It should be noted that the EM detector is a polymer based composite

which was prepared using casting technique.

6 Conclusion

In this chapter we presented ZnO nanostructures grown by different techniques

namely hydrothermal, vapour–liquid–solid, vapour–solid and MOCVD. The vari-

ous growth morphologies are summarized and their growth processes are discussed.

Potential applications have been selected and discussed such as the field effect

transistors, gas sensors, solar cell, piezoelectric and EM detector. ZnO could be one

of the most important nanomaterials in the future due to its remarkable properties

especially their versatility in morphology.
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Supported Nanoparticles for Fuel Synthesis

Noor Asmawati Mohd Zabidi

Abstract This chapter has been written as an introductory on the preparation

method of supported iron and cobalt oxides nanocatalysts. It begins with an

overview on the gas-to-liquid (GTL) process. Emphasis is given on the catalysis

for Fischer–Tropsch (FT) synthesis. Both the iron and cobalt-based catalysts have

their own merits and features of these catalyst systems are highlighted. The

spherical-model catalyst approach has been adopted as it can bridge the gap

between the well-defined single crystal surfaces and those poorly-defined complex

industrial catalysts. The synthesis methods for the oxide-supported nanoparticles of

iron and cobalt oxides described in this chapter include the colloidal, reverse

microemulsion, ammonia deposition, impregnation, precipitation and strong elec-

trostatic adsorption. The applications of electron microscopy techniques on the

morphological characterization of supported nanoparticles are illustrated in this

chapter.

1 Introduction

The conversion of natural gas to liquid (GTL) fuel is an attractive option for mone-

tizing stranded natural gas. The GTL process consists of the following steps [1]:

1. Production of synthesis gas (a mixture of carbon monoxide and hydrogen) from

natural gas

2. Synthesis of hydrocarbon via the Fischer-Tropsch synthesis (FT) reaction

3. Product upgrading of the synthesized hydrocarbon
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The Fischer–Tropsch (FT) reaction, shown in (1), produces clean gasoline and

diesel fuels.

nCOþ 2nH2 ! CnH2n þ nH2O (1)

Catalysts used for the Fischer–Tropsch reaction are generally based on iron (for

high temperature process) and cobalt (for low temperature process). Iron has been

the traditional catalyst of choice for FT reaction. It is reactive and the most

economical catalyst for synthesis of clean fuel from the synthesis gas mixture.

Cobalt has higher activity for Fischer–Tropsch reaction but more expensive com-

pared to iron [2]. Catalyst supports that have been utilized include silica, alumina,

titania, zirconia, magnesium, carbon and molecular sieves [1]. The cost of catalyst

support, metal and catalyst preparation contributes to the cost of FT catalyst, which

represents a significant part of the cost for the FT technology. Fundamental

understanding of the relationship between the catalyst performance and its physical

properties, such as particle size, surface area and porosity is vital. The deactivation

behavior of cobalt has been linked to its crystallite size, therefore, control of

crystallite size is of importance [3]. A very stable and active catalyst is required

to ensure the catalytic system is economically attractive. A model catalyst consists

of well-defined catalytically active metal deposited on non-porous support [2].

Spherical model catalysts can be used to bridge the gap between the poorly-defined

porous industrial catalysts and the well-defined single crystal surfaces. Knowledge

on the relation between the rate of the reaction to the composition and morphology

of the catalyst is still lacking [4]. Thus, characterization of model catalysts can

relate the physical properties, such as size and shape of particles, to the catalytic

behavior of the catalytic materials.

This chapter focuses on the preparation methods and the morphological charac-

terization of supported iron and cobalt nanoparticles using electron microscopy.

The term nanoparticle is used for particles having diameters ranging from 2 to

50 nm with variable crystallinity whereas well-defined crystalline nanoparticles are

classified as nanocrystals [5]. The commercially applied iron catalyst is in the fused

form comprising large iron particles and therefore difficult to investigate using

microscopy. The loss of catalyst activity is associated with changes of iron into a

mixture of iron oxide and iron carbide during the Fischer–Tropsch synthesis

reaction. The relation between deactivation and changes in composition and mor-

phology are not fully understood for iron and cobalt catalysts [4]. The application of

electron microscopy techniques on the supported nanoparticles are well suited to

investigate the morphology of supported catalysts and morphological changes that

occur during Fischer–Tropsch synthesis. The knowledge on the effect of particle

size on the product selectivity and yields for Fischer–Tropsch reaction is still

lacking. It has been reported [1] that particle sizes of the catalyst material have

an effect on the pressure drop in the reactor, and can influence the product

distribution. Iron and cobalt nanoparticles of sizes less than 10 nm are expected

to improve the kinetics of the Fischer–Tropsch reaction, selectivity for gasoline and

stability of the catalyst.
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Niemantsverdriet [6] described the principles of electron microscopy and its

application in catalysis. Transmission electron microscopy (TEM) and scanning

electron microscopy (SEM) are among the popular techniques in catalysis as these

techniques can yield information on the size and the shape of supported particles.

These electron techniques use electron beam with energy ranging between 100 to

400 keV and magnification of up to 106 which can reveal detail information about

the surface structure. Atomic resolution of about 0.1 nm can be achieved using a

TEM instrument.

2 Preparation of Catalyst Support

The industrial catalyst systems are complex system which posed difficulty for

carrying out fundamental level studies on the active sites of the catalyst [2].The

active metal particles are often hidden in the pores of the support. To overcome this

problem, simplified catalyst model can be designed. Using this approach, the active

metal can be deposited on the external surface of a nonporous support which can

facilitate profile views of the supported nanoparticles using electron microscopy.

SiO2 is a commonly used support for FT catalysts. Non-porous SiO2 spheres can be

synthesized using the Stöber’s method [7] and this support can be used to design the

spherical catalyst model for studying Fischer–Tropsch catalysis. The synthesis of

non-porous SiO2 spheres began using two solutions as follows: Solution A com-

prised 76 mL of NH4OH (25%) in 600 mL of absolute ethanol. Solution B was

prepared by stirring 64 mL of tetraethylorthosilicate (TEOS, 98%) with 260 mL of

absolute ethanol [8]. Solution Bwas added to solutionA and themilkywhite mixture

was stirred for 24 h. Ethanol was removed from the mixture in a rotary evaporator at

75�C. The precipitate was dried in an oven at 110�C for 16 h and then calcined in an

oven at 500�C for 1 h to remove the ammonia. The FESEM image (Fig. 1) shows

spherical-shaped SiO2 particles having diameters ranging from 100 to 230 nm [8].

These non-porous SiO2 spheres are useful catalyst support for carrying out funda-

mental level investigation using spherical model catalyst approach.

3 Preparation and Microscopic Characterization

of Oxide-Supported Iron Nanoparticles

3.1 Preparation of Iron Nanoparticles

The synthesis of nanoparticle is of importance for applications in catalysis. Some

of the concerns of nanoparticle synthesis are the size and the uniformity of the

particle size, control of particle shape, crystallinity and reproducibility of synthesis

methods [5]. Iron nanoparticles can be prepared by several methods as described in

the following sections.
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3.2 Colloidal Method [9]

Colloids are synthesized in the presence of surfactants which disperse and stabilize

the nanoparticles in an organic solvent. Some of the approaches include polyol

method, ethylene glycol method, modified coordination capture method and

pseudo-colloidal method. The polyol process involves heating a mixture of catalyst

precursor in surfactants, such as oleic acid and oleyl amine in a high-boiling

solvent, such as diphenyl ether. Sun and Zeng [10] have reported that the high

temperature alcohol reduction of iron (III) acetylacetonate metal precursor resulted

in monodispersed iron nanoparticles. This synthesis process is also called “heating-

up” process [9]. The size of the nanoparticles is controlled by changing the

concentration of the precursor, the amount and type of surfactant, the aging time

and temperature of the reaction. Another synthetic method that produces uniform

nanocrystals that is comparable to the “heating up” process is called the “hot

injection” method. The “hot injection” method induces high supersaturation and

leads to fast homogeneous nucleation reaction followed by diffusion-controlled

growth process, which control the particle size distribution.

Using the modified colloidal synthesis method, non-porous silica spheres were

sonicated in a mixture of oleylamine, oleic acid and cyclohexane for 1 h and then

heated and stirred in a multi-neck quartz reaction vessel [11]. A liquid mixture of

iron(III) acetyl acetonate, oleylamine, oleic acid, 1,2 hexadecanediol, and phenyl ether

was slowly added to the stirred SiO2 suspension once the reaction temperature reached

150�C. The reaction mixture was refluxed under nitrogen atmosphere at 265�C for

Fig. 1 FESEM image of non-porous Stöber SiO2 spheres. The BET surface area of the SiO2

spheres is 17.8 m2 g�1 and the cumulative pore volume is 0.098 cm3 g�1. (Adapted from [8])
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30 min. Figure 2 shows the TEM image of SiO2-supported iron oxide nanoparticles

prepared via the modified colloidal synthesis method [12]. The SiO2 spheres were

pre-treated in the oleic acid and oleylamine mixture in a bath sonicator at 33�C for 3 h

prior to the synthesis. The long contact of the SiO2 spheres in the surfactant mixture

might have led to a good coverage of the surfactant molecules on the SiO2 spheres,

hence increased its affinity towards the surfactant-stabilized iron nanoparticles. Spher-

ical-shaped iron oxide nanoparticles with average diameters of 6.2 � 0.9 nm were

formed via themodified colloidal synthesis method and the nanoparticles were almost

evenly dispersed on the SiO2 surfaces. An equimolar mixture of oleylamine and oleic

acid was used in the colloidal synthesis approach and these surfactants were able to

prevent the agglomeration of the iron oxide nanoparticles. Iron oxide nanoparticles

were anchored on the SiO2 surfaces and did not lie in between the SiO2 spheres, as

shown in Fig. 2, thus suggesting that nucleation occurred heterogeneously. The iron

loadingwas kept at 6wt% as it was discovered that increasing the iron loading resulted

in highly agglomerated nanoparticles [11]. The size of the nanoparticle is influenced

by temperature, aging time, surfactant, amounts of metal precursor as well as the ratio

of the metal precursor to the surfactant [5].

Combination of the modified colloidal method and the seed-mediated growth [13]

has been attempted in order to produce larger nanoparticles [11]. The procedure is

similar to the modified colloidal synthesis method, but iron precursor reagent was

Fig. 2 TEM image of spherical model catalysts 6% FeOx/SiO2 prepared by the modified colloidal

synthesis method. Non-porous Stöber SiO2 spheres were used a catalyst support. (Adapted

from [12])
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added in two stages. Upon completion of the first reaction stage, the reaction mixture

was cooled to 150�C, then a second portion of precursor reagent was added and the

reaction mixture was heated again to 265�C for 30 min. The combined synthesis

method had resulted in larger nanoparticles, as shown in Fig. 3.

3.3 Reverse Microemulsion Method [9, 14]

A microemulsion is a liquid mixture of water, a hydrocarbon and a surfactant.

A surfactant is a molecule that possesses both the polar (hydrophilic head) and the

non-polar (hydrophobic tail) groups. When the concentration of the surfactant

exceeds the critical micelle concentration, molecules aggregate to form micelles.

When micelles are formed in an organic medium, the aggregate is referred as a

reverse micelle, in which the polar heads are in the core and the non-polar tails

remain outside to maintain interaction with hydrocarbon. The reverse microemul-

sion synthesis method consists of preparing two microemulsions containing the

metal salt and the reducing agent. The precursor metal salt and reducing agent are

dissolved in the aqueous phase whereas the surfactant is prepared in an organic

medium. Mixing these two microemulsions caused percolation. The reducing agent

reduced the metal salt inside the micelles to metal particles.

Fig. 3 TEM image of spherical model catalysts 6% FeOx/SiO2 prepared by the combination of

modified colloidal synthesis method and the seed-mediated growth method. (Adapted from [11])
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Mohd Zabidi synthesized the SiO2-supported iron nanoparticles using the

reverse microemulsion method [11]. The first reverse microemulsion consisted of

Fe(NO3)3·9H2O (aq) and sodium bis(2-ethylhexyl) sulfosuccinate (AOT, ionic

surfactant) in hexanol and the second reverse microemulsion was prepared by

mixing an aqueous hydrazine solution (reducing agent) with the AOT solution.

SiO2 spheres were added to the mixture and the slurry was stirred for 3 h under

nitrogen environment. Figure 4 shows the TEM micrograph of a spherical model

catalysts prepared using the reverse microemulsion method. The reverse micro-

emulsion method produced spherical-shaped iron oxide nanoparticles with average

diameters of 6.3� 1.7 nm, however, the coverage of the SiO2 surfaces was found to

be less than that obtained using the colloidal synthesis approach [12].

3.4 Ammonia Deposition Method [15]

The ammonia deposition method was proven successful for the preparation of SiO2-

supported cobalt catalyst. This method involves adding ammonia to cobalt (II)

nitrate solution followed by reaction on the surface of the silica support. The

application of the ammonia deposition method for synthesis of supported iron

nanoparticles has not been so successful, as it resulted in extensive agglomeration

of the iron nanoparticles, as depicted in Fig. 5.

Fig. 4 TEM image of FeOx on SiO2 spheres prepared using the reverse microemulsion method,

AOT surfactant, 6 wt% Fe loading, calcined in O2/Ar flow at 500�C for 3 h. (Adapted from [12])
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3.5 Impregnation Method

The impregnation method seems to be the simplest synthesis method as it utilizes a

metal precursor Fe(NO3)3·9H2O dissolved in aqueous phase, followed by drying

and calcination process [16]. The metal loading influenced the particle size distri-

bution. Figure 6 shows the TEM image for the SiO2-supported iron-based catalyst

prepared by the impregnation method for 6% FeOx/SiO2, which has particle size

ranged from 4 to 10 nm [17]. However, increasing the iron loading to 15% resulted

in a broader particle size distribution and revealed bimodal distribution (Fig. 7).

4 Preparation and Microscopic Characterization

of Oxide-Supported Cobalt Nanoparticles

4.1 Preparation of Cobalt Nanoparticles

An extensive review on the development of cobalt catalyst was presented by

Khodakov et al. [9]. The performance of the cobalt catalyst in Fisher–Tropsch

reaction is greatly influenced by the catalyst preparation method. The variables

Fig. 5 TEM image of 6% FeOx/SiO2 prepared by the ammonia deposition method. (Adapted

from [12])
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include suitable support, deposition method of the cobalt metal precursor, catalyst

promoter, and the subsequent thermal treatments [2]. Cobalt has shown better

resistant to deactivation and attrition, but it is also much more expensive compared

to ferum. Therefore, well-dispersed cobalt on the catalyst support is highly desired

to gain economic attractiveness. The reactivity in FTS is correlated to the number of

cobalt metallic particle exposed to the syngas molecules [9]. This factor in turns

depends on the cobalt loading, dispersion of cobalt species and its reducibility.

Hence, an ideal supported catalyst would have uniformly distributed cobalt species

that undergoes complete reduction forming cobalt metallic particle at optimum size

of 6–8 nm, where high dispersion guarantees optimum use of cobalt without

jeopardizing the FTS performance. Some of the common preparation methods

involving supported cobalt catalysts are discussed in the following sections. Similar

preparation methods as those for iron synthesis have also been applied in cobalt

preparation procedures such as the impregnation, reverse microemulsion and pre-

cipitation methods.

4.2 Impregnation Method

The incipient wetness impregnation method is a commonly used method for

preparing supported cobalt catalyst. Typically required amount of the precursor

Fig. 6 TEM image of 6% FeOx/SiO2 prepared via the impregnation method. (Adapted from [17])
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salt i.e. Co (NO3)2·6H2O is dissolved in deionized water and added dropwise to the

support under constant stirring, followed by drying in an oven at 120�C overnight

and calcining at temperature 500�C [3]. Variables which can affect the resultant

catalyst are the rate of addition of precursor solution, rate of drying, temperature

and duration of heating. Figure 8 shows the TEM image of alumina-supported

cobalt oxide sample [18]. The particle size distribution ranged from 5 to 20 nm.

A morphology different from that of Fig. 8 was obtained when non-porous SiO2

spheres were used as a support, as depicted in Fig. 9. Nevertheless, extensive

agglomeration was observed even at 5 wt% loading of the cobalt [19]
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4.3 Precipitation Method

The required amount of the precursor salt i.e. Co (NO3)2·6H2O was dissolved in de-

ionized water and added to the support with constant stirring followed by the

Fig. 8 TEM image of cobalt

oxide supported on alumina,

prepared via impregnation.

(Adapted from [18])

Fig. 9 TEM image of cobalt

oxide supported on SiO2,

prepared via impregnation

method (Adapted from [19])
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addition of 200 ml of 25 vol% ammonia solution dropwise, then temperature was

gradually raised to 90�C [18]. The resultant slurry was stirred at this temperature for

8 h. The slurry was then dried at 120�C overnight, ground and calcined at 500�C for

6 h. Particle size distribution for catalyst synthesized using the precipitation method

was not as good as the one obtained using the impregnation method [18].

4.4 Strong Electrostatic Adsorption (SEA) Method

Synthesis of uniformly distributed Co particles remains a great challenge. Strong

electrostatic adsorption is a catalyst preparation method which is based on basic

concept of electrostatic attraction of oppositely charged particle. The mechanism

for the electrostatic adsorption has been described Jiao and Regalbuto [20]. Silica

and other metal oxides contain hydroxyl groups on its surface. Point of zero charge

(PZC) is the pH value of a medium where the hydroxyl groups on the surface of the

support remain neutral. In a pH < PZC medium, the hydroxyl groups will proton-

ate and become positively charged and thus attracting anions. When pH > PZC,

the hydroxyl groups will deprotonate and became negatively charged and attracting

cations. In other words, pH value plays an important role in the deposition of metal

precursor. The PZC of silica support was found to be 4.25 � 0.25. Figure 10 shows

the TEM image of SiO2-supported cobalt oxide nanoparticles synthesized via the

strong electrostatic adsorption method [8]. This synthesis method produced

Fig. 10 TEM image of cobalt

oxide supported on SiO2,

prepared via the strong

electrostatic adsorption

method. Cobalt loading

on SiO2 is 5 wt% (Adapted

from [8])
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uniform particle size and shape and most of the cobalt oxide nanoparticles have

sizes less than 10 nm. The size distribution of cobalt oxide on SiO2 support prepared

using the strong electrostatic adsorption method is better than those obtained using

other synthesis methods.

Besides the preparation method, the metal loading on SiO2 support also influ-

enced the size and the distribution of the nanoparticles on the support as illustra-

ted in the TEM images in Fig. 11. At low cobalt loading (1 wt%) SiO2 surface

was not covered uniformly by the nanoparticles whereas at high cobalt loading

(20 wt%) extensive agglomeration of cobalt oxide nanoparticles was observed.

It was discovered that 93% of the cobalt oxide crystallites were in the optimum

size range of 6–10 nm with minimal agglomeration at 10 wt% cobalt loading on

SiO2 [8].

Fig. 11 TEM images of cobalt-oxide supported on SiO2 at cobalt loadings of (a) 5 wt% (b) 10 wt%

(c) 20 wt% (Adapted from [8])
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5 Preparation and Microscopic Characterization

of CNT-Supported Iron and Cobalt Nanoparticles

Tavasoli and co-workers [21] have investigated the Fischer–Tropsch synthesis

using cobalt particles supported on carbon nanotubes (CNT). Whereas Zaman

et al. [22] discovered MgO-modified CNTs enhanced the product selectivity of

C5+ due to the synergetic effect between CNTs and MgO in the Fischer–Tropsch

reaction. Carbon nanotubes (Fig. 12) have several advantages to be used as a

catalyst support owing to their acid/base-resistant, inertness and stability at high

temperature. Their inertness avoids the formation of mixed compound which are

difficult to reduce under normal reduction condition. The decrease in the strength of

the metal-support interaction enhanced the reducibility of the CNT-supported

cobalt catalyst. These special properties have given CNTs increasing potential as

a catalyst support for high temperature FT application. Applying the CNT-sup-

ported Co catalysts in FT reaction increased C5+ selectivity by more than 10% and

also decreased the methane selectivity by nearly 30% [22].

5.1 Preparation of Cobalt and Iron Nanocatalysts
Supported on CNTs

Monometallic catalysts can be prepared by a single step impregnation method in

which the required amounts of metal precursor salts Fe(NO3)3·9H2O and Co

(NO3)2·6H2O are dissolved in deionized water and added to the treated CNTs dropwise,

followed by ultrasonication and drying in a rotary evaporator at 90�C [23].

Fig. 12 TEM image of pure multi-walled CNTs (Adapted from [23])
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These catalysts are further dried in an oven at 120�C overnight and calcined at

350�C for 3 h. Bimetallic nanocatalysts are prepared by sequential impregnation

method using similar steps as those for monometallic in which cobalt precursor is

impregnated first onto the support followed by iron salt.

FESEM and TEM images of iron oxide nano-particles on CNTs are shown in

Figs. 13 and 14, respectively. Iron oxide nano-particles were well dispersed not only

inside the CNTs but also on the outer walls of the CNTs. Nanoparticles encapsulated

inside the CNTs were more uniform than those at the outer CNTs. The channels of

CNTs restrict the growth of the particles encapsulated inside it, which resulted in

smaller nanoparticles than the ones attached to the outer walls of the CNTs.

Fig. 13 FESEM image of CNT-supported iron oxide nanoparticles (Adapted from [23])

Fig. 14 TEM image of iron oxide nanoparticles on CNTs. (Adapted from [23])
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The presence of cobalt in the 50:50 Co:Fe bimetallic on CNTs did not change the

morphology of the particles significantly, as shown in Figs. 15 and 16.

6 Conclusion

This chapter provides an overview on the preparation methods of supported iron

and cobalt oxides nanocatalysts. The discussion was focused on iron and cobalt as

both materials are the most commonly-used catalysts for fuel synthesis via the

Fischer Tropsch (FT) reaction. The synthesis methods for the nanoparticles

Fig. 15 FESEM image of 50:50 Fe:Co bimetallic on CNTs. (Adapted from [23])

Fig. 16 TEM image of 50:50 Fe:Co bimetallic on CNTs (Adapted from [23])
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reviewed in this chapter include the colloidal method, reverse microemulsion,

impregnation, precipitation, ammonia deposition and strong electrostatic adsorp-

tion methods. The particle size and distribution of the nanoparticles are greatly

influenced by the synthesis methods. The colloidal synthesis method resulted in

fairly uniform-sized iron oxide nanoparticles on spherical SiO2 support. Well-

defined cobalt oxides nanoparticles can be prepared via the strong electrostatic

adsorption synthesis method (SEA). Both TEM and FESEM are powerful tools for

investigating morphology of catalysts materials. This chapter illustrated the micro-

scopic characterization of nanoparticles on SiO2, Al2O3 and CNTs supports. Spher-

ical models Fe/SiO2 and Co/SiO2 nanocatalysts can be well-characterized using

TEM and FESEM. The application of both microscopic techniques on supported

nanocatalysts facilitates the size-dependent studies of both cobalt and iron-based

catalysts in Fischer Tropsch synthesis (FT) reaction.
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Nanotechnology in Solar Hydrogen Production

Balbir Singh Mahinder Singh

Abstract The projected increase in human population has triggered the compre-

hensive search for suitable renewable energy related electrical power generation

technologies. The efforts to exploit these technologies dates back to the last

century, but breakthroughs certainly fall short in terms of competition with the

current fossil fuel based energy systems. One of the strong points that allow solar

energy to remain competitive is the fast deterioration of the environment and

the accompanying natural disasters linked to the extensive usage of fossil-fuels.

Concepts such as energy efficiency and energy conservation must be converted to

strategies and initiatives, leveraging on nanotechnology as one of the important

elements in solar hydrogen production. Although solar hydrogen production

concept is not new, but the issues such as effective energy balance and management

have been hindering the implementation process. The practicality and total energy

management studies must be able to facilitate the sustainable implementation of

solar hydrogen related electrical power generation systems. In this chapter, an

Integrated Nano-Solar Hydrogen Production Scheme is discussed.

1 Introduction

The dynamic growth of human population has somehow accelerated the search for

renewable energy resources. Although efforts moving in this direction dates back to

the last century, breakthroughs certainly fall short in terms of competition with the

current fossil fuel based energy systems. One of the disadvantages noticed, that is

fast gaining momentum is pertaining to the polluting nature of the current main

stream energy systems, and the results can be noticed by observing the fast
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deterioration of the environment and the accompanying so-called natural disasters.

Efforts are now parallel; with the on-going intensified energy-related research

activities that are either trying to reduce the impacts on the environment or seeking

opportunities to further develop renewable energy based systems. The deterioration

in the environment can be felt by the sudden change in global climate and the

accompanying natural disasters such as earthquakes, tsunamis and floods. The need

to develop renewable based energy systems is inevitable and strategies to leverage

directly on the main source of energy, which is our sun, must be put in place

urgently, by combining both the current state of technologies and the conventional

power generating systems. Concepts such as energy efficiency and energy conser-

vation must be converted to strategies and initiatives that include nanotechnology

as one of the important enablers for the solar hydrogen production roadmap [1]. The

solar hydrogen production concept is not new, but the issues such as effective

energy balance and management have been hindering the implementation process.

The practicality and total energy management studies must be balanced, in order

to facilitate the transfer of R&D efforts to the power generating industry [2]. The

world’s energy consumption is currently estimated to be around 15 � 1012 W [3].

Our earth receives approximately 170 � 1015 W of energy daily, and although

only part of this reaches earth at any point of time, through global cooperation,

energy from the sun can be collected continuously and shared across the globe.

Governments of the world must meet and find solutions to enforce the Global Power

Sharing Scheme, and implement Global Renewable Energy Grid [4]. The strong

reason to initiate this move is the fact that fossil fuel based systems will face

difficulties due to depletion and negative impact on the environment. The depletion

will not happen overnight and the time available must be used for parallel efforts of

developing renewable energy related technologies and policies that will allow for

global cooperation. Due to the oil embargo in 1973 and some other similar shocks

in the early eighties [5], R&D efforts for producing solar hydrogen and oxygen

from water intensified. But after temporary stabilization of oil-based power genera-

tion, the activities slowed down, and currently, innovative approaches are being

used in direct water dissociation.

In Malaysia, the government initiated the national depletion policy, to provide

some kind of protection to the depleting oil reserves by capping the domestic crude

oil production to about 650,000 barrels per day [6]. This is to control and prolong

the life of fossil fuels, and at this controlled production rate, the reserves are

projected to last for another 15 years. The policy also allowed for the inclusion of

alternative energy resources, which was highlighted in the eighth Malaysia Plan [7]

and subsequently, in the ninth Malaysia Plan. The need to ensure that sufficient and

reliable energy supply to be intensified was addressed and this allowed the relevant

parties to develop a roadmap linking solar, hydrogen and fuel cell research initia-

tives for sustainable development. The other governments in the world have also

introduced similar policies and approaches, as the global oil and gas supply con-

tinues to deplete, timelines are forecasted to safeguard economies around the globe.

The utilization of solar energy for hydrogen generation is viable, and hydrogen is

perhaps the simplest element that has the highest energy content per unit of weight,
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as compared to any other fuels. The solar hydrogen system is rather promising and a

strategic move towards leveraging on this combination for sustainable power

generation is rather sensible and viable [8].

2 Solar Hydrogen Generation

The focus of this chapter is on the use of nanotechnology for solar hydrogen

generation. The motivation is to develop a sustainable and pollution-free energy

system that will allow the world population to improve their living standards by

utilizing an economically viable method to produce large quantities of hydrogen

from water using solar energy [9]. The main fundamental process to be exploited in

order to produce solar hydrogen is by using the electrolysis approach [10], coupled

with clean electrical power generating system. There are many initiatives currently

being used for producing hydrogen, as shown in Fig. 1 and the process of electrolysis

will form the underlying basis for discussion that will lead towards the initiative of

producing nano-solar hydrogen. Although the focus of this chapter is on the use of

electrolysis as the main method for hydrogen production, it will also be useful to

look at the process of reformation. The two typical reformation processes are steam

reformation and gasification [11]. In the case of steam reformation, the feedstock

can be natural gas, namely methane or ethane. These gases are combined with high-

pressurized steam, at temperatures between 650 and 950�C, where, with the use of a
catalyst, the chemical bonds are broken, thus producing hydrogen, which is stored,

while carbon monoxide and carbon dioxide are removed. The so-called residuals

are removed by using suitable techniques, and hydrogen is stored. Apparently steam

Primary Energy Resources

Renewable Energy ResourcesConventional

Fossil-Fuels (Oil,
gas and coal)

Reformation
Process

Hydrogen

BiomassSolar, Wind, Wave,
Geothermal

Electricity Generation
for Electrolyzer

Nuclear and
Hydropower

Fig. 1 Utilisation of primary energy resources and methods for producing hydrogen
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reformation of natural gas is the popular choice and is used for producing around

80% of hydrogen globally. The major setback of using this approach is linked to the

fact that natural gas is part of the depleting fossil fuels that will jeopardize the

economies across the globe.

The other reformation method is known as the gasification process. Gasification

is a method used for extracting energy from many different types of organic

materials, where at high temperatures, with a controlled amount of oxygen and/or

steam, are converted into carbon monoxide and hydrogen. The organic materials

used can be coal, petroleum and biomass and the gaseous mixture is referred to as

synthesis gas (syngas) [12]. One of the advantages of gasification is that syngas is

potentially more efficient than direct combustion of the original fuel, and can be

used in internal combustion engines. The other advantage of gasification is that it

can also be used with fuels derived from biomass and organic waste. In the next

sub-section, the focus will be on the process of electrolysis, a hydrogen production

method that is certainly not new, but will be the fundamental technology needed

to move forward.

2.1 Electrolysis

The electrolysis process requires the use of electrolyzers, and there is a need to use

electrical power. The invention of battery by an Italian physicist, Alessandro

Giuseppe Antonio Anastasio Volta [13] in the 1800 provided the necessary support

that allowed William Nicholson and Anthony Carlisle to discover the electrolysis

process and it was in the following century, that the technology was transferred to

the industry. The industrial revolution certainly played an important role in accel-

erating the development of electrolyzers, as hydrogen became an important indus-

trial feedstock. The increase in demand for hydrogen allowed steam methane

reformation related technology to take the lead, as hydrogen production via this

method was relatively cost effective and sustainable. The research opportunities are

available for any technology that can produce hydrogen that is clean and sustainable

to be developed. The immediate improvement to electrolysis related technology is

to search for new alternatives in generating electrical power for the electrolyzers and

strongly motivated the increase in prices of fossil fuels which caused chaotic eco-

nomical situations across the world again recently.

There are many different variants of electrolyzers, although the basic of produc-

ing hydrogen remains the same. The first water electrolyzer conceived utilised a

tank and alkaline electrolyte design approach. The alkaline electrolyzer was filled

with 25% solution of potassium hydroxide in pure water and operated at voltages

between 1.85 and 2.50 V. The electrolysis process involved the use of direct current

to split water into its basic elements of hydrogen and oxygen, and ideally produced

hydrogen and oxygen that are 99.995% pure [14]. The negatively charged cathode

and positively charged anode were placed in the electrolyte. The reduction reaction

occurred at the cathode, and electrons were donated to hydrogen cation to produce
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hydrogen gas. The oxidation reaction took place where electrons mobility towards

the cathode ensured that the circuit is complete. The half-reactions were balanced

by using acids or alkalines and the combination produced the same overall decom-

position of water into oxygen and hydrogen.

Cathode reductionð Þ: 2HþðaqÞ þ 2e�1 ! H2 gÞð (1)

Anode oxidationð Þ: 2H2OðliquidÞ ! O2ðgÞ þ 4Hþ ðaqÞ þ 4e�ð Þ (2)

Balanced reaction: 2H2OðliquidÞ ! 2H2ðgÞ þ O2ðgÞ (3)

The considerably good performance by the electrolysis process can be trans-

formed into clean-energy technology, by supplying renewable electricity [15]. The

process of splitting can be further improved, by enhancing the chemical reactions.

In fact the idea of injecting the renewable based conversion was first mooted by

John B.S. Haldane, in 1923 where he proposed that the electrolysis process should

be able to capitalize on electricity generated by using wind turbines [16]. The

hydrogen and oxygen that is produced can be stored, and can be used based on

demand. This is certainly an interesting concept of harnessing renewable based

energy, but the implementation must take the total energy management system into

consideration.

2.2 Electrolysis Evolution

Although there seems to be a race towards finding viable solutions to further

improve the electrolysis process, the focus still revolves around the fact that

electrolyzers are powered by electricity obtained mainly from the grid to produce

hydrogen and oxygen from water. In Malaysia, grid electricity is mainly generated

through combustion of fossil fuels, and in the quest to produce clean energy via

hydrogen generation will definitely leave behind carbon footprints. One immediate

solution to reduce the carbon footprints is to utilize renewable electricity with the

electrolyzer. The one identified setback in using solar cells to power electrolyzers is

cost, as it is much cheaper and sustainable to use SMR approach [17]. However,

lab-scale research activities focusing at the use of renewable energy based splitting

of water for hydrogen and oxygen production is currently being intensified. Since

the focus of this chapter is on the utilization of solar energy, the immediate attention

is directed towards the processes of thermolysis, and photoelectrolysis. The ther-

molysis process involves the splitting of water by using high temperature thermal

solar collecting elements, where else photoelectrolysis involves the splitting of

water in a liquid solar semiconductor cell. This cell is referred to as photoelectro-

chemical cell (PEC) where photoelectrolytic reactions take place when photons are

absorbed from solar insolation. In Fig. 2, the possible different paths of utilizing
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solar energy for producing hydrogen shows that there are many approaches that can

be stand-alone, or hybrid systems can also be formulated. The thermal energy can

be harnessed by using high-end concentrating systems, whereby by using direct

steam electricity generating systems, electrolyzers can be powered up to produce up

100 MW of power.

3 Nano-Solar Hydrogen

The advancements in nanoscience have been proven to be the way forward in

enhancing currently available energy conversion and harnessing technologies, such

as solar cells. The efforts are geared towards searching new novel devices, methods

and apparatus for solar hydrogen generation and the use of nanoscience to get the

enabling technology is certainly inevitable, as the worldwide demand for energy is

predicted to be approximately 30 � 1012 W by 2050 [3]. The two nano-related

technologies that are worth describing are related to the processes known as

photolysis and photocatalysis [18]. Photolysis can occur by utilizing solar energy

to chemically decompose water by utilizing electromagnetic radiation around the

visible region. An effort to expand the absorption band to capitalize on solar ultra-

violet radiation is being carried, with the aid of nanotechnology. The medium for

harnessing solar energy for hydrogen generation here can be solar cells directly,

usually referred to as PEC (photoelectrochemical). These cells can convert incom-

ing visible light photons to electricity and basically use semiconductor photoanode

and metal cathode, immersed in an electrolyte. In certain cases, PEC cells are used

to generate hydrogen, adopting the process of electrolysis in a single cell. In PEC

cells, the semiconductor photoanode is used to absorb photons of light, in order to

enable the reduction–oxidation (REDOX) chemical reaction to take place in the

Radiation from Sun

Heat

Heat collecting
system - Generator Solar cells

Electricity for electrolysis

“Green” Hydrogen Production

Photolysis

Photon

Thermolysis

Fig. 2 Various different pathways to produce hydrogen by using solar energy
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electrolyte. The PEC cell will function as an electricity-generating cell, if the net

products and reactants of the reaction are unchanged. One such example is the dye-

sensitized solar cells, where these cells use dye-adsorbed highly porous nanocrys-

talline titanium oxide to produce electrical energy [19]. The PEC cells can produce

hydrogen if there is a net change in reactants. The type of process depends on

the nature of the chemical reaction that takes place, whether it is exothermic or

endothermic. The photoelectrolysis process involves endothermic net change of

reactants, and hydrogen is produced. The chemical reactions occurring in a photo-

electrolytic cell is fundamentally similar to that of electrolysis, except that it

involves holes and electrons as charge carriers. Since it is an endothermic reaction,

the harnessed energy is stored in hydrogen and the REDOX reactions are as given

below:

Photoanode : H2OðliquidÞ þ 2holesþ ! 2HþðaqÞ þ 1

2
O2ðgÞ (4)

Cathode : 2HþðaqÞ þ 2e� ! H2ðgÞ (5)

As for the photocatalyst process, the initiatives that were started by Fujishima

and Honda, both Japanese researchers, in the 1970s, used this approach for photo-

catalytic hydrogen production [20]. The photon absorption based photocatalyst is

used in a cell containing nano-titanium oxide photoelectrode and platinum counter

electrode, both immersed in iron based electrolyte. The oxidation process will take

place at the photoelectrode when it is irradiated by ultraviolet radiation and light,

which leads to reduction of water at the platinum electrodes. Motivated by their

findings, current research activities are intensively looking into the use of nano-

photocatalyst as well as nanocrystalline coatings, to produce high photo current

densities, in order to improve conversion efficiency, within a cell [21]. In the next

section, the integrated approach will be discussed in an effort to combine these

technologies with the available solar harnessing technologies. An energy balance

audit must be carried out in order to ensure that the implementation is proper and

will not be just a net zero process that is not all an energy efficiency project [22].

3.1 Applications of Nanotubes in Solar Collectors

The hydrogen generation described in the earlier section concentrates on direct use

of solar energy. In the next section, an integrated effort will be introduced, whereby

proper energy management studies indicate the need to use both solar cells and

solar heat collectors, in order to sustain the production of hydrogen. Both solar cells

and solar heat collectors are widely available, but due to the low efficiencies and

high cost, the opportunities for enhancing the performance by applying nanotech-

nology exist. There is ongoing research at the solar labs at Universiti Teknologi

PETRONAS that is looking into the improvement of dye sensitised solar cells
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(DSSC) performance. These solar labs are fully equipped to produce DSSC, and

have the advantage of synthesising nanomaterials in the Nanotechnology labora-

tories. Typically, DSSC conversion efficiency is around 10%, and 20 nm nanopar-

ticles layer is used for collection of energised electrons. The interconnection

between the nanoparticles affects the electron mobility, and due to this, the effi-

ciency is low. The use of uniformly ordered TiO2 nanotubes arrays can be one of the

ways to increase the electron transportation due to the enhanced inter-tube connec-

tions that improves the electron percolation. The other effort undertaken is to

improve the performance of solar heat collection elements. The incorporation of

carbon nanotubes in polymers to produce solar heat collector surfaces is expected to

increase the absorptance, and lower the reflectance. The material produced will

have significantly higher thermal conductivity as well, and is expected to lower the

production cost.

4 Design of an Integrated Solar-Nano Hydrogen System

New innovative technologies will surface quickly, as the world approaches towards

the speculated and much anticipated reduction in fossil-fuel supply. In order to

ensure successful implementation of these technologies, integrated approaches are

highly recommended, whereby proper energy management simulation study that

incorporates the fundamentals related to the solar energy principles are taken into

consideration. The proposed integrated system in this chapter revolves around

Fig. 3. The use of both solar cells and solar heat collection elements to boost the

production of hydrogen in a single system can be considered as an important step

towards optimizing all the current efforts.

The study involves a comprehensive energy management process, and simula-

tion studies are important to determine the system’s overall efficiency. Before the

efficiency can be determined, there is a need to look at the solar geometry aspects as

well. Usually, a standard value of 1,000 W/m2 is used when the sizing of the solar

related energy-harnessing devices are carried out. This value is not reliable, as the

meteorological conditions are highly transient. In Fig. 3, the integrated hydrogen

generation paths via utilizing energy from the sun is shown schematically, and can

be translated into a framework that can be used to develop methods that will allow

the issues of availability and sustainability to be addressed. The possibility of using

nanotechnology to improve the processes can be visualized by using Fig. 3 as the

scheme clearly provides the necessary opportunities for an integrated nano-solar

hydrogen pilot-plant to be realized. The incoming solar radiation, which consist

both of direct and diffuse radiation will be captured, both in terms of photons and

heat. The energy contained in the photons will be converted directly to electricity,

while the thermal energy can be used to generate electricity, or just to increase the

temperatures. The immediate need to carry out an energy balance audit is to look at

the quality and quantity of solar radiation, which is actually an intermittent source

of energy.
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4.1 Solar Radiation

Solar radiation, or at times referred to solar insolation, is referring to the electro-

magnetic radiation emitted by the sun, where most of the radiation is in the

broadband solar radiation wavelength region of 280–4,000 nm. Solar radiation

has a wavelength distribution, where the range of wavelengths can describe the

different regions of the solar spectrum. The region of the spectrum that is visible to

all of us is in the wavelength range of about 380–720 nm, where wavelengths of the

solar spectrum are related to different energy levels [23]. The solar and terrestrial

radiation falls between 0.15 and 120 mm, where the radiation of practical impor-

tance to be converted to useful energy lies between 0.15 and 3.0 mm [24].

The solar radiation originates from the sun, which can be taken as a sphere

made of intensely hot gaseous matter. The sun’s radius is estimated to be around

6.960 � 108 m, which is around 109 times more than the radius of earth. The

distance between the earth and the sun varies as the earth rotates around the sun in

an elliptical orbit, where earth is approximately around 1.47 � 1011 m away from

the sun on 4th January and the distance is approximately 1.53 � 1011 m on 4th

July. Although there is a variation in the distance between earth and sun, this does

not have a significant effect on the amount of solar radiation that reaches earth. The

theoretically calculated mass of sun is estimated to be 1.991 � 1030 kg, which is

about 330,000 times more than earth’s mass. Although the outer surface effective
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Fig. 3 The integrated nano-solar hydrogen production scheme [4]
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temperature of the sun is 5,762 K, the innermost core temperature is estimated to be

in the region of 8 � 106 to 40 � 106 K [25]. Solar constant is the rate at which

solar radiation strikes the earth’s upper atmosphere where it is the average amount

of energy received in a unit of time on a unit of area perpendicular to the sun’s

direction at the mean distance of the earth from the sun [26]. The average intensity

of solar radiation reaching the upper atmosphere is about 1,353 W/m2. The World

Radiation Centre in Switzerland has adopted a different value for the solar constant,

which is around 1,367 W/m2 [27]. The amount of this energy that actually reaches

the earth’s surface will vary according to atmospheric and meteorological condi-

tions. The solar rays that move through the atmosphere can be absorbed, scattered

and reflected by air molecules, water vapour, clouds, dust and pollutants in fact.

Global solar radiation refers to the sum of the direct and diffuse solar radiation.

Figure 4 shows how the atmospheric conditions can influence the amount of solar

radiation that is received at the surface of earth. The thick clouds that covered the

sun for a period of approximately 6 min caused a sharp decline in the amount of

solar radiation that reached the surface of the earth.

An analysis based on Fig. 4 shows that the highest value of solar radiation

received on the surface of earth at Bercham, Ipoh around 12.13 noon was 560 W/m2,

which is approximately around 41% of the solar constant valued at 1,353 W/m2.

As the clouds moves past the sun, the average fraction that arrived was around 15.2%,

which clearly shows the significant impact of cloudiness. A whole system analysis of

solar cells and solar thermal collectors requires simulation to be carried out, where

design specifications are changed and simulated under the same meteorological

conditions. The locality is also important and the place, as shown in Fig. 5, where

selection is based on whether there is a stable and high amount of solar radiation

received at that particular locality.

1210

600

550

500

450

400

350

300

250

S
ol

ar
 In

so
la

tio
n 

(W
/m

2 )

Time (hour)

200

150

100
1211 1212 1213 1214 1215 1216 1217 1218 1219 1220 1221

Fig. 4 Variation in solar insolation for a period of 1 h

272 B.S. Mahinder Singh



Therefore, for simulation purposes, a large database is required, just to store the

measured solar radiation data, and a good data compression method is necessary.

One of the compression methods that have a correlation of up to 99.85% is given as

(6), based on Fig. 6. Equation (1) can be easily incorporated into simulation

software to determine the hourly global radiation, IG in MJ/m2, where t is time in

hours, without the need to create and callback large amount of data from the solar

radiation database.

IG ¼ 1:3720þ 1:3764 cosð0:4796tþ 0:3748Þ½ � 6 � t � 19 (6)

4.2 Solar Cells

Solar cells are devices that can generate electricity by using the photovoltaic (PV)

effect. PV modules have no moving parts and operate silently without any emis-

sions of dangerous gases, although significant carbon footprint during production is

recorded. There are different generations of solar cells that are currently being

developed, but PV cells that uses semiconductor technology to capture the energy

in sunlight remains popular, due to relatively higher efficiency and availability.

Crystalline silicon is formed into crystals and silicon wafers are cut from grown

ingots. A conventional solar cell consists of a silicon wafer with a thickness of

0.05 cm, and typical cells that are 10 cm in diameter produce about 1 W of power,
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and are grouped into modules of dozens of cells. Modules are further grouped into

panels and then arrays, which may produce several kilowatts of power. The first

generation PV cells have efficiencies of 5–15%, to convert the solar energy into

usable energy. Efficiency is constantly increasing with the use of new materials and

manufacturing processes are developed.

Most cells in operation today are single crystal silicon cells. Silicon cells provide

a good balance of cost effectiveness, reliability, and efficiency. A number of other

metals can be transformed into semiconductors and used in photovoltaic cells such

as copper indium diselinide, cadmium sulfide, cadmium telluride, gallium arsenide

and indium phosphide. It is predicted by the Centre for third Generation Photovoltaic

at University of New South Wales, Australia that PV in the future will have energy

conversion efficiencies between 30 and 60%, based on high efficiency thin film

technology [28]. The effect of PV has been observed since 1839 and the practical

application only came about in 1958, when PVmodules were placed on Vanguard I,

the second US satellite launched into orbit. PV technology is the ideal source of

electrical energy to overcome electrification problem in the rural areas, where

extending the utility’s electricity grid is expensive or impossible. In Malaysia,

Tenaga Nasional Berhad installed PVs on a kampung house located at Bukit Apit

Felcra settlement in Malacca, at a cost of RM 5,000. The solar kit that was used

came along with a battery that had a capability of offering up to eight power points.

Similar facility was also extended to provide electricity to 49 orang asli houses

in Kampung Bukit Panjang, Melekek, also in Malacca [29]. PV systems are easy

to operate, rarely need maintenance and do not pollute the environment, but the
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implementation of these proven technology for large-scale electricity generation is

still premature, perhaps as the third and fourth generation PVs are conceived it

would be economically feasible to hybridize it with solar hydrogen technologies.

4.3 Solar Thermal Collector

Solar collector is a device used to harness the solar energy to thermal energy. The

wide application of solar collectors in urban areas in Malaysia is for domestic water

heating purposes. So the minds of the people are confined to that usage, although

there is a wide potential, including using it for drying agricultural products [30].

Figure 7 summarizes the type of collectors available currently. The most commonly

used collector that is widely used is the flat plate collector. In the case of a flat-plate

collector, the attractive features are noticed to be the simplicity in design; no

tracking requirements and the need for periodical maintenance is much lesser as

compared to the concentrating devices. Concentrating devices are complicated and

require scheduled maintenance as it involves moving parts and expensive optical

systems. But yet, for high temperature applications such as to operate solar thermal

electric power plants, the concentrating devices form an inseparable part that will

ensure reliable and sustainable operation.
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4.4 Simulation Approach

In line with the current technology development, the escalating complexity of

energy and environmental systems are dealt with computer modelling and simula-

tion. These tools are emerging as a viable approach to design and performance

evaluation. There is a need to understand the theoretical and operational principles

underlying this technology, as the solar thermal processes are dynamic in nature.

The traditional way of designing is by developing a prototype using some basic

calculations and data is then collected for a certain period of time. If the perfor-

mance is not as expected, then continuous refinements are carried out and the whole

process of testing is repeated. Usually, after a few refinements, if the prototype fails,

it is discarded. Computer simulation is one of the most powerful tools currently

used for analysing and designing complex systems. According to [31], simulation is

the process of developing a simplified model of a complex system that is used to

analyse and predict the behaviour of a real system.

Simulation is carried out because real-life systems are often difficult to be

analysed due to their complexity. It is generally possible to develop a model that

can be used to predict the behaviour of the real system as accurately as possible.

4.5 Simulation Results

The simulation and experimental results must be organized based on a systematic

approach, allowing the design parameters to be optimized. The systematic approach

used was based on Fig. 8. The simulation design approach in Fig. 8 was used to

integrate the different components, declared as modules. The modules can be

represented by individual mathematical models, and can be integrated together,

through comprehensive theoretical development process. The integrated design can

be further subjected to realistic design data, whereby evaluation can be carried out

by using measured meteorological data [22]. The simulation process can be further

improved by using real-time solar radiation data, measured by using computerized

data acquisition system. Many different outcomes can be measured, and one of it as

given in Fig. 9. It can be observed from Fig. 9 that by increasing the operating

temperature of the electrolyzer [32] the amount of hydrogen produced increases by

23%. One of the modeling equations obtained through simulation in this study, for

optimized performance; to determine the amount of molar electric charge needed to

produce a certain mol of hydrogen, I(t)/n in A/mol, is given as (7).

IðtÞ
n

¼ 192970

t
� 1:1122� 10�10 (7)

Equation (7) is specifically derived to be used in this simulation studies, and can

be refined, to be used with other integrated models. The flexibility is given, as the
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modeling equation can be declared as one of the modules. The equation was used to

determine the PV system and storage system sizing, while the outcomes as shown in

Fig. 9 was used to size the solar thermal system. The overall system evaluation via

simulation was executed based on optimized parameters, and one of the integrated

outcomes for different PV sizing is as shown in Fig. 10, when subjected to the local

weather conditions in Ipoh, Malaysia.

The same setup can be used, but the meteorological data can be changed. The

output from solar thermal is also determined with the incoming solar radiation. The

simulation results can be used to optimise the system, and fuel cell module can be

included to gauge the output electrical power that can be generated, when subjected

to the averaged hourly solar radiation. The improvement to the system via nano-

technology can be carried out on the solar harnessing devices, as well as the

electrolyzer. In fact, the storage system for hydrogen can also be improved, with

the use of nanotechnology, and can be declared as one of the modules as well.

5 Conclusion

The implementation of any solar related processes faces the issue of sustainability,

and reliability, as the intermittent availability reduces the practicality of the systems.

The need to utilize all parts of earth, to tackle the issue of intermittency requires
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global attention. In order to increase the operating temperature of electrolyzers,

high performing solar thermal concentrators are required. The quality of solar

radiation becomes an important factor, and deserts located in America, Africa,

Australia and Asia can be strategically used for this purpose. A global energy

management system is required to plan for effective power generation systems,

especially renewable energy based systems. A Comprehensive Global Renewable

Energy Management System (CGREM) [4] is a solution of tomorrow’s energy

needs, whether it is going to be implemented via nanotechnology or any other

technical technology that will be made available in the future. There is bound to be

many other initiatives developed to produce hydrogen via clean energy sources,

whereby it can be distributed and stored in a variety of ways and has the potential to

replace fossil fuels to provide electricity and transportation fuels, and hence leads to

energy independence. The need for giant economies to participate and develop this

promising “zero-polluting” system is also the way forward in reducing the impact

on the environment. The race against time to develop other production techniques

such as photobiological [33] and plasmatron methods, are intrinsically motivated

towards meeting the future energy demands.
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Fe–FeO Nanocomposites: Preparation,

Characterization and Magnetic Properties

Jamshid Amighian, Morteza Mozaffari, and Mehdi Gheisari

Abstract To date, nano-magnetic materials have gain great attention by the

research community due to their importance for future applications. A brief intro-

duction of Fe–FeO nanocomposites in the form of particles and thin films is given in

the first part of this chapter. This includes definition, magnetic properties, prepara-

tion, structure and applications. Different preparation methods of Fe–FeO are then

introduced in the second part of the chapter. These include mechanical alloying,

high energy ball milling, mechanochemical processing, DC magnetron sputtering,

molecular-beam-epitaxy, plasma gas condensation. Among these preparation tech-

niques, mechanochemical processing has been fully explained. Different techni-

ques and instruments which have been used to characterize the samples have been

explained. These include XRD, TEM, VSM, Superconducting Quantum Interfer-

ences Devices (SQUID), and Mössbauer. Magnetic properties of the nanocompo-

sites especially Fe–FeO have been presented in the final part of the chapter. These

include magnetization, coercivity, Mössbauer, hysteresis loops, exchange bias

effect, vertical shift, spin glass phase, rotational hysteresis, FC and ZFC hysteresis

loops.
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1 Introduction

Composites have been generally classified based on the matrix such as metal-matrix

composites (MMCs), ceramic-matrix composites (CMCs) and polymer matrix com-

posites (PMCs). Nanocomposites are a new class of materials in which at least one

of the phases (the matrix, the reinforcement or both) is of nanometer dimensions.

Magnetic nanocomposites containing fine (single domain) magnetic particles,

isolated electrically and magnetically by a nonmagnetic, nonmetallic component,

also exhibit interesting magnetic properties and they are attracting increasing

attention for their magnetic applications [1]. Recently, ceramic-matrix and/or

metal-matrix nanocomposites have also received increased attention because of

their unique mechanical, electrical and interesting magnetic properties [2, 3] such

as high coercivity at room temperature [4, 5], giant magnetoresistance [6] and

superparamagnetism [7]. Also, ceramic/Fe magnetic nanocomposites, such as

Fe/Fe oxides, Al2O3/Fe, SiO2/Fe [8–11], have shown high values of coercivity

with respect to iron and therefore, interesting for application in recording media [8].

Nanocomposites are prepared using various physical [1, 12–15] and chemical

[16, 17] methods. Among these methods mechanical alloying (MA) or high-energy

ball milling (HEBM) [1, 15] is a powerful method to synthesize nanomaterials.

Mechanochemical processing (MCP) is the term applied to powder processing in

which chemical reactions and phase transformations take place due to application

of mechanical energy. Most of the mechanochemical processing reactions studied

in recent years have displacement reactions of the type: MO þ R ¼ M þ RO

where the metal oxide (MO) is reduced by a more reactive metal (reductant, R) to

the pure metal, M [1].

Single phase (ferrites) together with multiple phases (composites) of magnetic

nanoparticles have been studied intensively for decades since they are of funda-

mental interest [18, 19] and have importance in technological applications, [20]

particularly in the information storage industry [21]. An assembly of magnetic

nanoparticles shows behaviors very different from their bulk counterpart because of

the finite-size effect [22] and the surface effect [23] as well as the interparticle

interactions [24] and may display magnetic phenomena, such as spin-glass-like and

exchange bias effect behaviors which the latter will be describe here. Previous

studies have shown that once the metallic nanoparticles are exposed to air, core

(metal)/shell(oxide)- structured nanoparticles are formed [25].Furthermore, if the

oxide layer is antiferromagnetic (AFM), the core/shell-structured magnetic nano-

particles usually show an exchange-bias effect [26] . The microscopic exchange

interaction at the ferromagnetic (FM)/AFM interface is believed to be responsible

for this macroscopic phenomenon. This exchange-bias effect makes the behavior of

the magnetic nanoparticles even more complicated and is described in different

magnetic nanocomposites below.

When magnetic nanocomposites such as ferromagnetic (FM)–antiferromagnetic

(AFM) interfaces are cooled through the AFM Neel temperature (TN), with the FM

Curie temperature (TC) larger than TN, a shift in hysteresis loop along the applied
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magnetic field will be observed. This effect is known as exchange bias. Meiklejohn

and Bean were the first researchers who observed this phenomenon when they

investigated the low temperature magnetic behavior of partially oxidized cobalt fine

particles (Co–CoO) [27]. They observed that field cooled magnetization curve of a

magnetic system will exhibit a shift along the magnetic field axis. They attributed

this phenomenon to the exchange interaction at the interface between the FM Co

core and the AFM CoO shell. In addition to AFM–FM interfaces, exchange bias

and related effects have also been observed in other types of interfaces, e.g. AFM-

ferrimagnetic (Ferri), Ferri-FM.

The exchange bias nanostructured systems containing these interfaces can be

found in different systems such as thin films, core-shell nanoparticles, inhomoge-

neous materials, lithographed nanostructures (such as: patterned wires, dots, rings)

or FM nanoparticles embedded in AFM matrices [28]. Iron–iron oxides systems

have been studied for a number of years in connection with exchange bias phenom-

enon. These systems are based on Fe–FeO, Fe-a-Fe2O3 and Fe-g-Fe2O3 and

Fe–Fe3O4 [10, 26].

In this chapter characterization and magnetic properties of Fe–FeO nanocompo-

sites are fully described. There are four major iron oxide phases which consist of

FeO, Fe3O4, g-Fe2O3 and a-Fe2O3, and are named wüstite, magnetite, maghemite

and hematite respectively [29]. In these oxides, wüstite is almost nonstoichiometric

with some Fe deficiency and can be denoted as Fe1�xO. Apart from wüstite, other

iron oxide phases are very important technologically and have many applications in

different industries. Nevertheless wüstite is very interesting on its own: for exam-

ple, its unusual electronic properties. Fe1�xO is an interesting semiconductor whose

carrier type changes from p to n type around x ¼ 0.08 [30].On the other hand from

the viewpoint of magnetic properties, stoichiometric FeO is an antiferromagnet

with a Neél temperature of about 200 K and has a rock salt structure, with a

closed-packed fcc O2� lattice in which Fe2þ ions occupy the octahedral (B)

interstitial sites [29].

In order to preserve the total crystal electroneutrality of Fe1�xO, some of the Fe2þ

ions give away another electron and become Fe3þ. This means that for a particular

value of x, there are 2xFe3þ and (1 � 3x) Fe2þ ions and this iron deficiency leads to

the formation of some vacancies. These vacancies are partly located as Frenkel

defects on interstitial tetrahedral sites [31–36].

Neutron-diffraction [31–33, 36] and x-ray-scattering [32] studies on quenched

Fe1�xO powders and single crystal Fe1�xO indicate that the vacancies are not

randomly distributed but clustered around Fe3þ ions [34]. These Fe3þ ions prefer-

entially occupy the tetrahedral (A) interstitial sites.

Significant progress towards understanding the possible structure of a defect

cluster has been achieved in the theoretical work of Catlow and Fender [34]. In this

work they have suggested that the basic cluster is identified as a complex of four

cation vacancies and one tetrahedral Fe3þ ion (or 4:1 cluster), Fig. 1a. This cluster is

formed as a result of a large Coulomb energy term favoring the occupation of the

tetrahedral site when all nearest-neighbor cations are vacant. The aggregation of

these 4:1 clusters occurs by vacancy-sharing and the calculations suggest that the
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most stable small aggregates are formed by edge-sharing rather than corner-sharing

(6:2 or 8:3 clusters). If more extended clusters are formed they are likely to involve

corner-sharing, but the binding energy for a cluster closely related to the inverse

spinel structure of Fe3O4 (16:5), Fig. 1b, is larger than that calculated for the Koch–

Cohen cluster (13:4) [32]. Koch and Cohen [34] reported that by using x-ray

studies, defects in Fe1�xO are aggregated to the order of 13:4 cluster (13 octahedral

vacancies surrounding four tetrahedral Fe3þ) with a noticeable displacement of ions

near the cluster and that the defect does not quite have the Fe3O4 structure (Fig. 1c).

Catlow and Fender studies have been supported by the neutron diffraction studies of

Chetham et al. and Battle et al. [33, 36].

Anomalous high magnetization and low temperature coercivity were found in

sputtered Fe1�xO films [37, 38]. In other works, defect clusters in Fe1�xO films and

their ferrimagnetism properties have been reported by Dimitrov et al. [38–40].

2 Preparation Methods of Fe–FeO

There are different forms of Fe–FeO nanocomposites, such as nanolayers,

nanopowders and core- shell. These nanostructures are prepared by different meth-

ods, such as mechanical alloying, mechanical milling, high energy ball milling,

Fig. 1 (a) 4:1 Cluster; (b) Koch and Cohen cluster; (c) 16:5 spinel like cluster [34]
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mechanochemical processing, DC magnetron sputtering [41] molecular-beam-

epitaxy [42, 43], fast evaporating [44], plasma gas condensation [45, 46].

One of the most important and easiest way to prepare Fe–FeO nanocomposites is

mechanochemical processing, which will be explained here. Different authors used

mechanochemical processing to prepare Fe–FeO nanocomposites. Ding et al. [3]

have used a mixture of Fe and Fe2O3 powders in the stoichiometric composition and

have mechanically milled in a Spex 8000Mixer/Mill. The powders were first loaded

together with 12 mm diameter steel grinding balls into a hardened steel vial. The

ball to powder mass ratio was 10:1. To study the reaction kinetics, mechanical

milling was performed for different times between 1 and 65 h. As-milled samples

were annealed under vacuum at temperatures in the range of 200–900�C.
Figure 2 shows XRD patterns of as-milled powders after milling for different

times. After milling for 1 and 2 h, the XRD patterns still showed a mixture of the

starting phases, Fe2O3 and Fe. However, the diffraction peaks, particularly for F2O3

became broadened. After milling for 4 h, magnetite, F3O4, and wüstite, FeO,

appeared, coexisting with F2O3 and Fe. Hematite disappeared after milling for

10 h. Wüstite (FeO) with a trace of Fe was found after milling for 20 h. After

further milling, samples consisted of wüstite, with no other phases being evident on

the diffraction pattern.

They have also used Mössbauer spectroscopy to study the formation of the

magnetite and a wüstite phase quantitatively, as shown in Fig. 3. The results of

Mössbauer spectroscopy showed that for the starting powder and the sample milled

for 2 h, 65% of Fe atoms were found in the hematite phase and the rest in BCC-Fe.

This result is expected for the starting composition of F2O3 þ Fe. However after

milling for 4 h, 30% of Fe atoms were found in the magnetite phase and 9% of Fe

atoms in FeO, with the amount of significantly reduced. Fe2O3 disappeared after

milling for 10 h. No Fe3O4 was found after milling for 20 h, and the fraction of Fe

atoms in BCC-Fe was below 10%. Nearly single phase FeO was observed after

milling for 30 h or longer [3].

Fig. 2 XRD patterns of as-

milled powders after milling

for different times (b: BCC-

Fe, w: wüstite, m: magnetite,

h: hematite) [3]
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In another work Ding et al. [47] used a mixture of Fe (99.9%, 300 mesh) and

Fe O (99.9%) < 200 mesh) powders in a nominal composition of xFe · (1 � x)

Fe2O3 with x varied between 0 and 1 and mechanically milled them for 30 h. The

as-milled powders were annealed at temperatures in the range of 200–900�C for 1 h

under a vacuum of 10 Torr.

X-ray diffraction (XRD) measurements showed that the samples with x ¼ 0.5

consisted of nearly single phase FeO. For higher values of x the samples consisted

of a mixture of FeO and Fe. The fraction of FeO decreased with increasing x, and

only a-Fe was present for x ¼ 1.

The X-ray diffraction (XRD) results were also verified by Mössbauer measure-

ments. The xFe · (1 � x)Fe2O3 sample with x ¼ 0.5 showed a paramagnetic

doublet, for milled and annealed sample at 700�C (Fig. 4) which is expected for

FeO. Interesting however, is the fact that at 300�C a mixture of Fe and Fe3O4 was

found (Fig. 4).

However it should be noted that for x ¼ 0.5, the as-milled sample consisted of

single phase FeO according to XRD and Mössbauer measurements [47]. Figure 5

shows the phases present in the as-milled samples and after annealing at different

temperatures. The temperature boundaries correspond to the decomposition and

reformation temperatures, respectively, as determined by the DSC measurements.

The phases formed during heat treatment above 250�C correspond to the equilib-

rium Fe/Fe2O3 phase diagram. The decomposition and re-formation of FeO was

clearly evidenced by Mössbauer measurements. As shown in Fig. 5, nearly single

phase FeO was found in the as-milled sample with x ¼ 0.5. After annealing at

300�C, FeO decomposed entirely into Fe3O4 and Fe. After annealing at 700
�C, FeO

re-formed and no Fe3O4 was detectable. A small fraction of a-Fe, containing about
5% of the Fe atoms, was also present after annealing at 700�C, in good agreement

with the Fe/Fe2O3 phase diagram.

Bonetti et al. [48] used two different sets of specimens which have been synthe-

sized, using as precursor materials: (a) Fe3O4 powder (purity 99.9%); (b) a mixture of

20 wt% metallic Fe (99.9%) and 80 wt% Fe3O4 powders. The grinding process has

Fig. 3 Fraction of Fe atoms

in different phases as a

function of milling time,

using Mössbauer

spectroscopy [3]
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been carried out in an original planetary mill apparatus, operating in vacuum of

10�6 mbar and allowing a constant cooling of the vials by liquid nitrogen. In this case,

the temperature of the vials was maintained at 230�C. The vials and balls were made

of hardened steel and the ball-to-powder weight ratio was 7:1. The rotational speed of

the vials was of 600 rpm and the milling was prolonged for 50 h. Then, the as-milled

powders were annealed for 1 h, in flowing argon, at selected annealing temperatures

in the range of 100–600�C.
The XRD pattern of the Fe þ Fe3O4 sample annealed at 600�C showed that

a high fraction of wüstite (FeO). Based on the Fe-O phase diagram, Bonetti et al.

found that a eutectoid reaction proceeds at 570�C, which is reversible on cooling:

Fe þ Fe3O4 ! FeO [48].

Fig. 5 Phases present in mechanically alloyed and heat treated xFe � (1 � x)FeO samples [47]

Fig. 4 Mössbauer spectra of

xFe · (1 � x)Fe2O3 sample

with x ¼ 0.5 in the as-milled

state, and after annealing at

300�C for 10 min and 700�C
for 1 h, respectively [47]
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Gheisari et al. [49] have used mechanochemical processing to prepare wüstite

nanoparticles. They used high purity hematite (Fe2O3) and iron (Fe) powders as the

starting materials. Desirable Fe/Fe2O3 mole ratios (from 0.6 to 1 by a step of 0.1)

together with 270 g hardened steel balls of different sizes were loaded into a 500 cc

volume hardened steel vial. The milling was performed for 20 h in air in a high

energy planetary mill (Fritsch, Pulverisette 6) with a rotational speed of 500 rpm. In

order to determine iron wear in the course of milling, the weight of balls and vial

were carefully weighed before and after milling.

In order to get a single phase wüstite different mole ratios of (Fe/Fe2O3)

were milled, using a planetary mill. Based on the following chemical reaction:

Fe þ Fe2O3 ! 3FeO, it is necessary to choose an equimolar of Fe and Fe2O3 to get

a single phase FeO. But XRD investigations of the as-milled powders with different

mole ratios show that only the sample with a mole ratio 0.6 is a single phase

wüstite, Fig. 6a and for higher mole ratios the products are iron-wüstite composites.

Figure 6b shows the XRD pattern of the sample with a mole ratio 1, as a typical

XRD pattern of samples with mole ratio higher than 0.6. The reason of using a mole

ratio of 0.6 (obtained experimentally) instead of equimolar one, is due to iron

uptake in the course of milling. Also according to the following relation [35]

a ¼ 4:334� 0:478x (1)

and the unit cell parameter of Fe1�xO (a ¼ 4.2998 Å) obtained from XRD pattern,

the x value is 0.072. As can be seen the main peaks observed at diffraction angles of

W
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Fig. 6 XRD patterns of the samples with mole ratios (a) 0.6 (b) 1 [49]
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36.1, 42.1 and 60.9 correspond to wüstite (Fe1�xO). An average crystallite size

of 13 � 1 nm and microstrain of e ¼ 0.008 were obtained for the single phase

sample, using Williamson and Hall formula [49].

Figure 7 shows the variations of pressure and temperature in the air-filled vial in

the course of milling as a function of time for the sample with MR ¼ 0.6. As can be

seen, the pressure rises sharply in the first 20 min and reaches a maximum value of

about 90.6 � 0.1 kPa. There are two reasons for this pressure increase. First, it is

related to the released oxygen due to the following chemical reaction [50]:

Fe2O3 ! Fe2O3�d þ 1

2
dO2 (2)

where d refers to the extent of oxygen vacancy and second, is related to increase in

temperature, mainly due to iron oxidation in the presence of the oxygen and

conversion of mechanical energy into thermal energy. A sharp increase in temper-

ature in the first 100 min, confirms this hypothesis. As can be seen in Fig. 7, in a

time interval of 20–120 min, the pressure decreases sharply. This is due to the

reaction of vacant iron oxide, oxygen and iron, based on the following reaction:

Fe2O3�d þ 1

2
dO2 þ ð1� 3xÞFe ! 3Fe1�xO (3)

which leads to formation of wüstite. As time is passing the thermal energy due to

mechanical energy conversion leads to an increase in temperature and then it

reaches a constant value after 5 h, due to a thermal equilibrium condition. As can

be seen the pressure also has the same behavior.
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Fig. 7 The variations of temperature and pressure of the air filled vials as a function of time for

samples with MR ¼ 0.6 [49]
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Figure 8 shows the TEM micrographs of the single phase wüstite. The average

size of the particles in the aggregates is in the range of the crystallite size obtained

by Scherrer’s formula [51].

Following the work by Gheisari et al. [49], Mozaffari et al. [52] have used

mechanochemical processing to prepare iron-wüstite (Fe–FeyO) nanocomposites

with other Fe/Fe2O3 mole ratios (MR) ¼ 0.9, 2.3, 4.9 and 13.6. Figure 9 shows

XRD patterns of the as-milled samples with different mole ratios (MR), as labeled

on the figure. All mixtures with MRs higher than 0.6 resulted in iron-wüstite

composites, except for MR ¼ 13.6. As can be seen on the XRD pattern of the

sample with MR ¼ 13.6, there are no detectable peaks related to wüstite. The mean

crystallite sizes of the iron and wüstite in the nanocomposites were obtained, using

Scherrer’s formula and were about 9 � 1 and 7 � 1 nm respectively. Also from

Fig. 9 it can be seen (refer to vertical line drawn on the figure) that by increasing

MR, the main diffraction peaks of wüstite have shifted to higher angles which is a

result of reduction in its lattice parameter.

Figure 10 shows the variation of wüstite lattice parameters with respect to MR.

This reduction can be due to: (a) nano sized particles and (b) iron deficiency [49].

Fig. 8 TEM micrographs of

the single phase wüstite [49]
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As the average crystallite sizes of the wüstite in the nanocomposites have more

or less the same values for all MRs the reduction in lattice parameter can be due to

different iron deficiencies. Wüstite is almost nonstoichiometric with some Fe

deficiency and can be denoted as FeyO [29, 49]. Using the formula (1), where y is

the Fe content, a composition of Fe0.93O was estimated for the wüstite single phase,

Fig. 9 XRD patterns of the samples with different mole ratios (Fe/Fe2O3), as labeled on the

patterns. The vertical line at 42� has been drowning to guide eye [52]
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Fig. 10 The variation of the wüstite lattice parameters in nanocomposites as a function of MR [52]
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using lattice parameters for higher mole ratios, MR ¼ 0.9–4.9, the same formula

was used and the corresponding compositions were found to be Fe0.87O to Fe0.83O.

It should be noted that in order to achieve electroneutrality, an appropriate propor-

tion of iron ions should be considered as Fe3þ, therefore one could consider wüstite
as Fe1�

2þ
3xFe2x

3þ□xO, where □ shows a vacancy [52].

Yagodkin et al. [53] have used mechanochemical processing with starting

materials of a-Fe2O3 and Fe using different milling times. First they found a

mixture of Fe2O3 þ Fe3O4 þ FeO þ Fe but at higher milling time a mixture of

FeO þ Fe þ amorphous phase was found according to the XRD results.

Nanocrystalline composite containing FeO, a-Fe and an amorphous phase were

obtained as a result of high-energy ball milling. The average sizes of the crystallites

in the produced composites were in the range of 15–20 nm. The amorphous phase

was a mixture of oxygen and iron [53].

3 Magnetic Properties

3.1 Saturation Magnetization and Coercivity

Saturation magnetization and coercivity as a function of the composition, x, for

xFe · (1�x)Fe2O3 is shown in Fig. 11 [47]. The low magnetization in Fig. 11 is

partly due to the paramagnetic FeO and also indicates a possible presence of small

amounts of magnetic phases, probably a-Fe. For x > 0.5, the as-milled samples

consisted of mixtures of FeO and Fe, and themeasured values of magnetization were

in good agreement with the values expected for the respective compositions [47].

Samples based on ferrimagnetic Fe3O4 phase for x � 0.5 had coercivities of

200–400 Oe. Higher coercivities of 500–600 Oe were measured for samples con-

sisting of Fe and FeO, i.e. for x ¼ 0.6–0.8. The coercivity then decreased with

Fig. 11 Saturation magnetization, Ms, and coercivity, Hc, as a function of the composition, x, for

xFe · (1 � x)Fe2O3 in the as-milled state. The dashed line is the theoretical magnetization

calculated from the composition, x [47]
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increasing x, as the fraction of paramagnetic FeO decreased. For x ¼ 1 (pure a-Fe),
the coercivity was less than 20 Oe. These measurements show that high values

of coercivity can be obtained provided the a-Fe grains are separated by a non-

magnetic phase (here paramagnetic FeO) as is the case for 0.5 < x � 0.85. For

larger values of x the a-Fe grains increasingly percolate [52] within the structure

and the exchange interactions between the magnetic crystallites causes the coerciv-

ity to decrease.

In Fig. 12 measurements of saturation magnetization and coercivity for samples

with x ¼ 0.67 are plotted as a function of annealing temperature. The as-milled

powder had a magnetization of 62 emu/g, which is in good agreement with the

magnetization calculated for a two phase mixture of FeO and a-Fe with x ¼ 0.67.

After annealing at 200�C the magnetization increased due to the partial decompo-

sition of FeO into Fe and Fe3O4. Samples annealed at 300 and 400�C possessed a

magnetization of around130 emu/g. This value agrees with the magnetization of a

mixture of Fe3O4 and Fe for x ¼ 0.67 (Fig. 5). Annealing at higher temperatures

caused a rapid decrease in magnetization due to the formation of FeO. The samples

annealed at 700 and 900�C had values of magnetization close to that of the as-

milled sample, indicating similar fractions of Fe and FeO [47].

Yagodkin et al. found that the milled powders (Fe2O3 þ Fe3O4 þ FeO þ Fe

! FeO þ Fe þ amorphous phase.) had properties, which are characteristic of hard

magnetic materials [53]. Improvement of the magnetic properties was achieved by

low-temperature annealing of the milled powders. An intrinsic coercive force m0Hc

� 0.05 T at 300 K (Fig. 13) was achieved for the Fe2O3 þ 50% Fe mixture already

after 1 h milling. (Intrinsic coercive forces of hard magnetic materials should

exceed 0.01 T.) After 3 h milling, Br and (BH)max of this powder were about

0.38 T and 6 kJ/m3, respectively. In the other powders these values were lower,

which may be explained by a lower content of nanocrystalline a- Fe [53].

Fig. 12 Saturation magnetisation, Ms, and coercivity, Hc , for xFe – (1 � x)Fe O with x ¼ 0.67

as a function of the annealing temperature, [47]
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Figure 14 shows the hysteresis loops of the single phase wüstite at room

temperature and at 5 K, prepared by Gheisari et al. [49]. As can be seen both curves

show non-zero coercivities and remanent magnetizations in the form of ferrimag-

netic behaviour. The same behaviour has been observed for wüstite thin films at low

temperatures (10 K) [13, 14]. The magnetizations have not been saturated even in a

field of 50 kOe and at 5 K temperature. The magnetizations are 11 and 20 emu/g in

applied fields of 9 and 50 kOe respectively. This is in contrast to the behaviour

Fig. 13 m0Hc (1) and Br (2) at

room temperature as a

function of a milling time [53]

Fig. 14 Hysteresis loops of the wüstite single phase sample at (a) room temperature and at

(b) 5 K [49]
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of bulk wüstite, which is antiferromagnetic at temperatures below 200 K (Neél

temperature) [29].

According to Dimitrov et al. [38–40], the observed magnetization can be due to

the spinel-type defect clusters, Fig. 1c. Based on these works, it is possible to

consider that defect clusters in our sample may comprise of a Fe3O4 like phase

coherently embedded in an ideal FeO matrix. In this case for a particular value of x

in Fe1�xO, there are x molecules of Fe3O4 and (1 � 4x) molecules of FeO. Then in

the single phase wüstite sample (MR ¼ 0.6) there are 0.712 molecules of FeO

and 0.072 molecules of Fe3O4 which the latter can be the cause of observed

hysteresis loops.

The Mössbauer spectra of the Fe–FeO nanocomposites are shown in Fig. 15

[52]. The observed asymmetry of spectrum for the single-phase wüstite sample is

due to two overlapping quadrupole doublets [54]. The doublet with d ¼ 0.95 and

D ¼ 0.85 mm/s is assigned to occupation of octahedral sites and to the feature of

electronic exchange between Fe2þ and Fe3þ ions both in octahedral sites. Also

another doublet with d ¼ 0.65 and D ¼ 0.57 mm/s is assigned to Fe3þ ions on

tetrahedral sites which interact with Fe2þ ions on octahedral sites [54]. For higher

MR, Mössbauer spectra exhibit sextets, which show the existence of iron in the

samples. From the area of the peaks, corresponding to each sample, the relative
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Fig. 15 Mössbauer spectra of the samples with different mole ratios (Fe/Fe2O3), as labeled on the

spectra [52]
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contents (%) of Fe and wüstite were determined and shown in Table 1. Mössbauer

spectrum related to the sample with MR ¼ 13.6, shows a single sextet which is

related to a-Fe and confirms the XRD results. This also, is due to lack of high

detectability in Mössbauer method.

Figure 16 shows room temperature hysteresis loops of the cold pressed powders

with different MRs.

The variation of Ms values with respect to MR, that was obtained from VSM

measurements together with those calculated based on Mössbauer data and chemi-

cal reaction are shown in Fig. 17. The Ms calculation based on Mössbauer data was

performed by the following formula: MS ¼ a½MS�Feþ ð1� aÞ½MS�wustite where a is

the Fe fraction in the nanocomposites and [Ms]Fe and [Ms]wüstite are the saturation

magnetizations of Fe and wüstite, respectively, were obtained from the VSM

measurements. A non-zero magnetization of 12 emu/g has been considered for

wüstite phase, which is due to formation of spinel-like defect clusters, as they have

already reported [49]. In addition the Ms value of Fe nanopowders, which were

Table 1 Calculated values of isomer shift (IS), quadrupole splitting (QS), hyperfine magnetic

fields (Hhf) and the iron weight percents of each sample with different mole ratios[52]

MR [IS] d (mm/s) [QS] D (mm/s) Hhf

(kOe)

(%)

Fe(obs)

0.6 A ¼ 0.65 B ¼ 0.95 A ¼ 0.57 B ¼ 0.85 0 0

1 A ¼ 0.63 B ¼ 0.95 Fe ¼ 0.05 A ¼ 0.68 B ¼ 0.93 Fe ¼ 0.05 306 20

2.3 0.57 0.97 0.03 0.78 0.97 0.03 305 45

4.9 0.43 0.83 0.03 0.85 1.1 0.03 307 75

13.6 0 0 0.02 0 0 0.02 307 100

Fig. 16 Room temperature hysteresis loops of the powders with different MRs (a) 1.0, (b) 2.3, (c)

4.9 and (d) 13.6. Inset shows low field part of the loops [52]
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obtained by VSMmeasurements is 170 emu/g, which is lower than the value of bulk

Fe (217.2 emu/g) [55].

Ms calculation based on the chemical reaction was performed by:

MS ¼ b½MS�Fe þ ð1� bÞ½MS�wustite (4)

where b ¼ ½55:9ðMRþ 2� 3yÞ�=½55:9ðMRþ 2� 3yÞ þ 3ð55:9yþ 16Þ� and Ms

of Fe and wüstite are defined as before. The chemical reaction used in this cal-

culation is:

ðMRÞFeþ Fe2O3 ! 3FeyOþ ðMRþ 2� 3yÞFe (5)

The measured Fe uptake in the course of milling was about 2 g and was taken

into account.

The increase in Ms with respect to MR is due to the increase of a-Fe content in
the samples. As can be seen, the calculated values of Ms are in good agreement with

the experimental ones.

Figure 18 shows the variation of coercivity with respect to MR for the

nanocomposite as-milled powders. As can be seen the values of Hc are not zero

for the lowest MR (0.6) [23]. Also it can be seen that as MR increases from 0.6, the

coercivity increases sharply to a value of 480 Oe, and drops off at the percolation

threshold at about MR ¼ 2.3 [52], in which the value of Fe content is 45%

(Table 1). This behavior has been seen in other granular magnetic systems, exactly,

when the percolation threshold is crossed. The decreases in the Hc for MR values

greater than the percolation threshold is due to an increase in a-Fe phase in the

sample, in which the low Hc value of Fe dominates the composite coercivity and

reaches the Hc value of Fe less than 10 Oe. The same behavior has been reported in

Fe–Fe3O4 systems [10].

Fig. 17 The variation of saturation magnetizations with respect to MR, for VSM measurements

( filled circle) and calculation based on Mössbauer data (cross symbol) and chemical reaction

( filled triangle)[52]
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3.2 Exchange Bias Effect in Fe–FeO

Fe–FeO nanocomposite was the second system in which the phenomenon of

exchange anisotropy (exchange bias) was investigated by Meiklejohn [56]. They

measured rotational hysteresis of this system (Fig. 19) and saw that the Fe–FeO

system has rotational hysteresis like the Co–CoO system, therefore has exchange

anisotropy.

They took a more detailed look at the high field rotational hysteresis as a

function of temperature. They found that rotational hysteresis should vanish

at exactly the Neel temperature of particular oxide; this is shown for Co–CoO

and Fe–FeO in Fig. 20. The Neel temperatures for CoO and FeO are 290 and 185 K,

respectively, as shown by notation TN in Fig. 20.

Fiorani et al. [57] prepared the nanogranular Fe/Fe oxide samples by cold-

compacting oxide-layered Fe particles, by inert gas condensation and oxygen

passivation. The Fe particle mean size, D ¼ (67 � 1) nm, and the Fe weight

fraction, xFe ¼ (20 � 3)%, were estimated by X-ray diffraction through the

Rietveld analysis method [58]. They have observed exchange bias in nanogranular

Fe/Fe oxide samples (Fig. 21). As it is obvious the ZFC loop is symmetric about the

origin while the FC loops are shifted towards the negative field values (Fig. 21,

inset). The shift is related to the exchange field parameter Hex ¼ (Hright þ Hleft)/2,

whereas the coercivity is defined as HC ¼ (Hright � Hleft)/2, Hright and Hleft being

the points where the loop intersects the field axis.

FC hysteresis loops were measured at different temperatures below 250 K. The

curves of Hex vs. T for Hcool ¼ 4 kOe and Hcool ¼ 20 kOe are shown in Fig. 22. For

both values of Hcool, Hex is completely absent above T ¼ 150 K and it appears only

below such temperature, which corresponds to the freezing of most of the moments

of the oxide regions. This indicates that the exchange bias effect originates from the

exchange interaction at the interface between the metallic particles and the oxide
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Fig. 18 Variation of coercivity as a function of MR, for the as-milled powders [52]
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matrix. With reducing T, Hex increases because of the progressive freezing of a

rising number of oxide region moments [57].

This effect has been also observed in NiFe2O4 [59] and g-Fe2O3 [60] nanopar-

ticles, where the ferrimagnetic core is surrounded by a disordered surface shell,

freezing in a spin glass like state at low temperature.
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at 77 K [56]
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The exchange bias in Fe nanoparticles with an oxide layer of g -Fe2O3 has been

studied by several groups [61, 62], and their results show that the bias field (Hex) is

generally below 3 kOe in this system. In this article, they report the giant exchange

Fig. 21 Hysteresis loops at T ¼ 5 K after field-cooling from T ¼ 250 K in Hcool ¼ 0 and 4 kOe.

Inset: enlarged view of the central region of the loop at Hcool ¼ 0 and 4 kOe [57]

Fig. 22 Exchange bias field vs. temperature after field cooling at different fields (H ¼ 4 kOe, open
symbol; H ¼ 20 kOe, solid symbol) [57]

300 J. Amighian et al.



bias in g-Fe2O3-coated Fe nanoparticles; that is, Hex ¼ 6,000 Oe at 2 K, which is

much larger than that previously reported [61, 62] for the Fe nanoparticles.

A simple model is proposed to interpret the giant exchange bias in this system.

Zheng et al. [46] fabricated core/shell-structured Fe nanoparticles, in which the

a-Fe core is about 5 nm in diameter and the g-Fe2O3 shell is about 3 nm thick, and

systematically studied their structural and magnetic properties. The magnetic

hysteresis (M–H) loops, measured at low temperatures, after the particles were

cooled from 350 K in a 50 kOe field, show significant shifts in both horizontal and

vertical directions. It has been found that the exchange-bias field can be as large as

6.3 kOe at 2 K (Fig. 23), and that the coercive field is also enhanced greatly in the

field-cooled (FC) loops.

The interesting feature in the M–H curves is that both the ZFC and FC loops

remain open even in a 50 kOe field, known as high field irreversibility, which could

be interpreted as being due to the existence of the spin-glass like phase [46]. More

importantly, the coercive field has been greatly enhanced from 2.4 kOe for the ZFC

loop to 6.4 kOe for the FC loop, and that the FC loop becomes asymmetrical. From

the FC loop, the exchange bias has been easily extracted to be 6.3 kOe, which is

much larger than the previous reported values in similar systems. The large

exchange bias and vertical shifts of the FC loops at low temperatures may be

ascribed to the frozen spins in the shells [46].

Muñoz et al. [63] have grown iron thin films by DC magnetron sputtering at

controlled substrate temperatures. Magnetic hysteresis loops showed an exchange

bias consistent with the air passivation of the samples. The obtained exchange bias

in their samples is in agreement with the observed one in Fe–FeO samples, this is

reasonable because of the sample passivation after preparation, when they go from

the vacuum chamber to the room environment.
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As can be seen from the Fig. 24 the exchange bias has its maximum values for

the samples prepared at temperatures near 200 K [63]. Chen et al. [42] have also

grown the iron thin films by molecular-beam epitaxy and studied their magnetic

properties. The films were grown on (110) GaAs substrates and were allowed

to develop a natural oxide. The iron oxide on the free surface is FeO and has

an antiferromagnetic transition temperature around 200 K. This antiferromagnetic

oxide provides an exchange bias for the iron film at low temperatures. Although it is

usual to study exchange coupling with magnetization measurements they have used

the low-temperature magneto transport properties of the films to study the exchange

coupling and compare it to models of this phenomenon [42].

Gheisari [64] has measured exchange bias in Fe–FeO samples, prepared accord-

ing to reference [52]. Figure 25 shows the hysteresis loops of the iron-wüstite

nanocomposites after field cooling to 5 K in a 70 kOe field. As can be seen in

Fig. 26 the FC loops are shifted towards the negative applied field. In addition to the

horizontal shift, the vertical asymmetry of hysteresis loops was also observed,

which can be interpreted as the existence of a spin-glass phase [46, 64]. The values

of exchange field (Hex), coercivity field (Hc), magnetization at maximum applied

field (70 kOe) and vertical shift DM are listed in Table 2. With increasing the

percentage of iron in nanocomposites the magnetizations of the samples are in-

creased, but the value of Hex, Hc and DM are decreased. This is obvious because Fe

nanoparticles are soft ferromagnetic with a very low Hc and high magnetization.

Also susceptibility measurement of the samples show that there is a spin -glass like

phase in low Fe concentrations which supports the higher Hex, Hc and DM in the

nanocomposites.
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Fig. 26 Low field FC hysteresis loops of the iron-wüstite nanocomposites after field cooling to 5 K

in a 70 kOe field, measured by SQUID [64]

Table 2 The values of exchange field (Hex), coercivity field (Hc), mag-

netization at maximum applied field (70 kOe) and vertical shift DM [64]

MR %Fe He (Oe) Hc (Oe) DM M(70 kOe)

1 20 1,138 2,430 1.8 44.8

2.3 45 375 1,645 1.6 89.5

4.9 75 100 800 0.7 155.4
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4 Conclusion

In this chapter structure, preparation and characterization methods of Fe–FeO

nanocomposites in the form of particles and thin films have been reviewed. The

magnetic properties, namely saturation magnetization, coercivity and exchange

bias effect have been discussed.
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structure of wüstite. Trans. Faraday Soc. 65, 2673 (1969)

55. Cullity, B.D.: Introduction to Magnetic Materials. Addison-Wesley, Menlo Park, CA (1972)

56. Meiklejohn, W.H.: J. Appl. Phys. 29, 454 (1958)

57. Fiorani, D., Binaco, L.D., Testa, A.M.: J. Magn. Magn. Mater. 300, 179 (2006)

58. Mozaffari, M., Manouchehri, S., Yousefi, M.H., Amighian, J.: J. Magn. Magn. Mater. 322,

383 (2010)

59. Kodama, R.H., Berkowitz, A.E., McNiff, E.J., Foner, J.S.: Phys. Rev. Lett. 77, 394 (1996)

60. Martinez, B., Obradors, X., Balcells, L.L., Rouanet, A., Monty, C.: Phys. Rev. Lett. 80, 181

(1998)

61. Prados, C., Multigner, M., Hernando, A., Sanchez, J.C., Fernandez, A., Conde, C.F., Conde, A.:

J. Appl. Phys. 85, 6118 (1999)

62. Loffler, J.F., Meier, J.P., Doudin, B., Ansermet, J.P., Wagner, W.: Phys. Rev. B 57, 2915

(1998)

63. Munoz, M.A., Prietoa, C., Ocala, C., Martı́neza, J.L.: Scr. Mater. 43, 919 (2000)

64. Gheisari, M.: Preparation and investigation of magnetic properties of iron–iron oxide nano-

composites. PhD thesis, Department of Physics, University of Isfahan, Isfahan, Iran (2009)

Fe–FeO Nanocomposites: Preparation, Characterization and Magnetic Properties 305



.



Nanostructured Materials Use in Sensors:

Their Benefits and Drawbacks

Aleksandra Lobnik, Matejka Turel, Špela Korent Urek, and Aljoša Košak

Abstract The development of nanoscale materials for optical chemical sensing

applications has emerged as one of the most important research areas of interest

over the past decades. In this chapter we firstly present some general aspects of

nanostructured materials and give a description on the analytical aspects of sensors

and sensing principles. The broad variety of nanomaterials as well as sensors’

design made us to limit our presentation, which concentrates on nanomaterials,

such as quantum dots, polymer- and sol-gel-based particles. The benefits and

drawbacks of the properties of these nanomaterials used in optical sensing applica-

tions are given, and the recently developed optical chemical sensors and probes

based on photoluminescence are overviewed. Finally, some future trends of the

nanomaterial-based optical chemical sensors are given.

1 Introduction to Nanostructured Materials

and Sensing Principles

1.1 General Aspects of Nanostructured Materials

Microtechnology and microfabrication technology are key terms which continue to

dominate discussions in all branches of sensors research and development. Micro-

fabrication has reached a stage of serious application and is accepted as a good

alternative to classical “macroscopic” technologies. It has provided us with the

A. Lobnik (*), M. Turel, Š. Korent Urek, and A. Košak
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means of producing sensors characterized by high sensitivity, small size, enhanced

optics and low cost [1, 2].

New developments in solid-state physics, the technological application of quan-

tum effects, material research and optical technology have opened the door to the

world of nanoscience that will probably gain importance in all fields of sensor

application over the next 10–20 years. All the innovative production, characteriza-

tion and modification methods suitable for nanotechnology are oriented consis-

tently towards the idea of “engineering on the atomic and molecular level”.

Nanoscience is a field of knowledge of the properties of matter in the nanostate.

The subject of nanoscience is investigation of fundamental mechanisms of structure

formation, structural organization and transformation at a nanolevel and involves

complex interdisciplinary investigations of the physical and chemical properties of

nanoscale objects [2–7].

Nanoscience serves as a basis for nanotechnology. The main goal of the latter is

to develop economically and environmentally efficient methods for the design of

novel nanostructured materials and highly disperse systems, preparation of films

and coatings, fabrication of functional nanostructures and elements of nanoelec-

tronic devices that are promising for applications in various fields from the infor-

mation and telecommunication systems, sensors, optoelectronics and catalysis to

medicine and bioengineering.

Nanostructured materials cross the boundary between nanoscience and nano-

technology and link the two areas together, so these definitions are very appropriate.

Although nanotechnology is widely talked about, there is little consensus about

where the nano-domain begins. It is recognized that the size range that provides the

greatest potential and, hence, the greatest interest is that below 100 nm; however,

there are still many applications for which larger particles can provide properties of

great interest. Therefore, for the purposes of this review chapter, we have arbitrarily

taken nanoparticles to be discrete particles that have a diameter of 100 nm or less.

To properly understand and appreciate the diversity of nanomaterials, the most

typical way of classifying nanomaterials is to identify them according to their

dimensions. As shown in Fig. 1, nanomaterials can be classified as zero-dimen-

sional (0-D) (nanoparticles,), one-dimensional (1-D) (nanowires, nanorods, and

nanotubes), two-dimensional (2-D), and three-dimensional (3-D). This classifica-

tion is based on the number of dimensions, which are not confined to the nanoscale

range (<100 nm) [8–10].

Materials at the nanoscale lie between the quantum effects of atoms and mole-

cules and the bulk properties of materials, where many physical properties of

materials are controlled by phenomena that have their critical dimensions at the

nanoscale. A change from macro- and micro- to nano-scale qualitatively modifies

the most physicochemical properties of materials. When the sizes of materials are

reduced in one or more dimensions their physical and chemical properties can

change dramatically due to extraordinary increasing of surface-to-volume ratio. As

a result, the larger surface area of nanoparticles compared to their volume plays a

significant role in dictating these materials’ important properties. These changes

affect their optical properties (Stokes’ shift, resonance, etc.), chemical properties
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(chemiluminescence, surface functionalisation, etc.) electromagnetic (electronic,

magnetic, dielectric, etc.), mechanical (lattice dynamics, mechanical strength, etc.),

and thermal properties (Seebeck coefficient, thermal resistance, etc.), causes the

resulting compounds and materials to display properties lacking in macro- and

micro-scopic objects of the same chemical nature [9–11].

Large surface-to-volume ratio and its effects on material properties is a key

feature of nanoscience and nanotechnology. For these reasons, a nanomaterial’s

shape is of great interest because various shapes will produce distinct surface-to-

volume ratios and therefore different properties. Thus, nanoparticles are characterized

by a nonmonotonic dependence of the properties on their size, shape and composi-

tion. The upper limit of the size of nanomaterials or nanosystems is that whose

further increase (or increase in number of atoms in the cluster) does not modify the

final properties of the material (there is no further transition of quantitative to

qualitative changes) [8, 9, 11]. Qualitatively, the special properties of nanomater-

ials are both due to the extraordinarily developed surface of their constituting

particles and to the electronic and quantum effects exhibited by nanoparticles.

Furthermore, in materials with one or more nanoscale dimensions, these properties

can be purposefully engineered, enhancing and tailoring the performance of sensors.

1.2 Analytical Aspects of Sensors

In general, the sensor requirements are defined by the specific application, where

sensing always involves an interaction between the target and the system that is able
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3-D2-D

Two dimensions (x,y) at nanoscale,
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No bulk dimension at nanoscale

d ≤ 100 nm

d ≤ 100 nm

Fig. 1 Classification of nanomaterials according to their dimensions (adapted from [8])
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to detect it (the sensor). The following features are of particular importance for

all types of sensors, and thus, they must be carefully considered in R&D of sensors

[12–19]:

l Sensitivity: Change in measurement signal per concentration unit of the analyte,

i.e. the slope of the calibration graph
l Selectivity: Ability to discriminate in detection the target from its close analogs

that can be also present in the tested system. It is the basic characteristic of the

analytical method that determines the accuracy of results
l Limit of detection (LOD): Lowest concentration of an analyte that the analytical

process can reliably detect. The LOD concentration is statistically distinguish-

able from the blank or background signal
l Dynamic range: Concentration range between the detection limit and the upper

limiting concentration (the lower limit is determined by the sensor sensitivity

and the higher limit appears due to the effects of saturation)
l Reversibility: Ability of the sensor to respond dynamically (reversibly) to

changes in sample concentration in the course of measurement
l Linearity: Relative deviation of an experimentally determined calibration graph

from an ideal straight line. Usually values for linearity are specified for a definite

concentration range
l Response time: Time for a sensor to respond from zero concentration to a step

change in concentration. Thus, e.g. the value of t95 represents the time necessary

to reach 95% of the ful-scale output
l Robustness and reliability
l Small size
l Low cost

In the area of analytical and clinical chemistry, the importance and power of

chemical sensors has been recognized for many years. Classical analytical proce-

dures are usually performed by means of sophisticated instrumentation which

cannot be easily moved away from laboratory, requiring thus the transport of the

sample to the lab. In contrast to such methods, chemical sensors provide a possibility

of real-time analysis, which can be accomplished directly in the field, plant, home,

or in the hospital. Ideally, such a sensor can be stuck directly into the sample and the

result of the measurement is displayed within a couple of seconds. The ultimate

power of the ideal chemical sensor is the ability to provide the spatial and temporal

distributions of a particular molecular or ionic species in real time [20].

1.2.1 Definition and Classification of Chemical Sensors

According to the definition given by IUPAC Commission on General Aspects of

Analytical Chemistry, a chemical sensor is a device that transforms chemical
information, ranging from the concentration of a specific sample component to
total composition analysis, into an analytically useful signal. The chemical infor-
mation may originate from a chemical reaction of the analyte or from a physical
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property of the system investigated. According to the Cambridge definition [21],

one of the most appropriate definitions is that Chemical sensors are miniaturized
devices which can deliver real-time and on-line information on the presence of
specific compounds or ions in even complex samples.

The usual aim of a chemical sensor is to produce a measurable signal which can

be correlated to the concentration of a specific compound present in the immediate

environment of the sensor [22]. Typically, a chemical sensor consists of a chemical
recognition phase (sensing element or receptor) coupled with a transduction ele-
ment (Fig. 2). The receptor identifies a parameter (e.g. concentration of a given

compound, pH, etc.) and gives a signal proportional to the magnitude of this

parameter. The receptor function is fulfilled in many cases by a thin layer which

is able to interact with analyte molecules, catalyse a reaction selectively, or

participate in a chemical equilibrium together with the analyte. The transducer

translates the signal produced by the receptor into a measurable signal, which is

amenable to processing by amplification, filtering, recording, display, etc. The

transducer operates according to the physicochemical nature of the signal appearing

when the molecular recognition occurs [18, 21–24].

Chemical sensors may be classified according to the operating principle of the

transducer element, as listed bellow [18].

l Optical sensors; they are based on absorbance, reflectance, luminescence, fluo-

rescence, refractive index, optothermal effect and light scattering. Examples of

transducers used: fiberoptics connected to optoelectronic systems, photodiode.

As an example, a luminescent sensor can be constructed by associating a sensing

element, which emits light when in contact with a specific analyte, with a

photodiode which converts the energy of the incident light into a measurable

signal.
l Electrochemical sensors; among them voltametric and potentiometric devices,

chemically sensitized field effect transistor (CHEMFET) and potentiometric

solid electrolyte gas sensors. Examples of transducers used: amperometric and

potentiometric detection-based electrodes and semiconductors.

T
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Receptor

“Chemical”
signal

Anaytical signal

Sample Sensor

Analyte

Fig. 2 Schematic representation of the composition and function of a chemical sensor
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l Electrical sensors; including those with metal oxide and organic semiconductors

as well as electrolytic conductivity sensors.
l Mass sensitive sensors, i.e. piezoelectric devices and those based on surface

acoustic waves.
l Magnetic sensors; (mainly for oxygen) based on paramagnetic gas properties.
l Thermometric sensors; based on the measurement of the heat effect of a specific

chemical reaction or adsorption which involves the analyte. Example of trans-

ducer used: thermistor.

Alternative sensor classification schemes follow the receptor principles [18, 25]:

l Physical; here no chemical reaction takes place. Typical examples are sensors

based on measurement of absorbance, refractive index, conductivity, tempera-

ture or mass change.
l Chemical; in which a chemical reaction with participation of the analyte gives

rise to the analytical signal.
l Biochemical, in which a biochemical process is the source of the analytical signal.

The biochemical principle may be regarded as a subgroup of the chemical one.

Sensors having a receptor part based on a biochemical principle are usually

called biosensors. Selectivity and sensitivity provided by nature have been utilized

in such sensors, frequently by immobilizing the biologically active compounds,

such as enzymes and immunoglobulins, within a receptor part of the sensor. The

effective way of obtaining the biological selectivity is the combination of cell

cultures, tissue slices, organs and sometimes of whole living organisms with the

transducer.

As it can be seen, many different types of chemical sensors are possible to create,

and the consideration of all of them would make this chapter too long. We will

therefore limit our contribution to optical chemical sensors (OCSs), which are

among the most important types of sensors which have recently been utilizing the

advantages of a variety of nanomaterials for the continuous, real-time monitoring

of diverse analytes. Furthermore, the topics covering optical biosensors, sensors

based on surface plasmon resonance, dendrimers, and those applying optical sensing

molecular imprinting principles will not be included. It is also important to note,

that many devices described in the literature as nanosensors act virtually irrever-

sible and would be better referred to as ‘nanoprobes’. ‘True nanosensors’ are in

fact devices that respond fully reversibly and are therefore capable of continuous

monitoring (¼sensing). Here, the term of nanosensors will be used less strictly and

examples of nanoprobes will also be included.

The following pages will give a brief overview on the basic principles of

OCSs and on the major factors that influence the optical chemical (nano)sensors

characteristics. Subsequently, types of nanomaterials used in sensors and applica-

tions of the recently developed optical chemical nanosensors will be presented.

Future perspectives of the nanomaterial-based OCSs will be finally given. The

extent of this chapter is restricted to the applications of chemical nanosensors and

nanoprobes based on optical principle, such as photoluminescence (PL), and to the
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sensing nanomaterials (nanoparticles) that have their dimensions �100 nm. The

term photoluminescence (also referred to as luminescence, fluorescence or phos-

phorescence) is related to the detected signal changes caused by the electromag-

netic radiation (EM).

1.2.2 Opto-Chemical Sensor (opt(R)odes)

Optical sensors, or optrodes, represent a group of chemical sensors in which

electromagnetic radiation is used to generate the analytical signal in a transduction

element. The optical sensor system itself comprises the active part, the light source

and the read-out device. These sensors can be based on various optical principles

(absorbance, reflectance, luminescence, fluorescence), covering different regions of

the spectra (UV, Visible, IR, NIR) and allowing the measurement not only of the

intensity of light, but also of other related properties, such as lifetime, refractive

index, scattering, diffraction and polarization [26].

The optical sensing techniques, in comparison to electrical methods, have some

advantages, such as selectivity, immunity to electro-magnetic interference, and

safety during work with flammable and explosive compounds. They are also

sensitive, inexpensive, non-destructive, and have wide capabilities. Optrodes do

not require a reference cell as in potentiometry. They can easily be miniaturized and

allow multiple analysis with a single control instrument at a central site [27].

Besides a number of advantages, optical sensors also exhibit disadvantages: the

ambient light can interfere, the long-term stability is limited due to indicator

leaching or photobleaching, there may be a limited dynamic range, selectivity

may be poor, and a mass transfer of the analyte from the sample into indicator

phase is necessary in order to obtain an analytical signal [28].

Fiber-Optic Chemical Sensors

Fiber-optic chemical sensors (FOCSs) represent a subclass of chemical sensors in

which an optical fiber is commonly employed to transmit the electromagnetic

radiation to and from a sensing region that is in direct contact with the sample.

The spectroscopically detectable optical property can be measured through the fiber

optic arrangement, which enables remote sensing. In addition to advantages in

terms of cheapness, ease of miniaturization, obtaining safe, small, lightweight,

compact and inexpensive sensing systems, a wide variety of sensor designs are

made possible [26–28].

The most common classification of FOCs distinguishes between intrinsic and

extrinsic type of sensors [28–30].

l In intrinsic type of FOCs, the sensing principle is based on the change in light-

transmission characteristics due to the change occurred in a fiber property (e.g.,

refractive index or length) upon the interaction with the analyte or the system
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being studied. The optical fibre itself has sensory characteristics. This type of

sensor is mainly applied to measure physical or physicochemical parameters,

such as pressure, temperature, or enthalpy of reactions.
l In extrinsic type of FOCs, the optical fiber acts as a transporting media by means

of guiding the radiation from the source to the sample or from the sample to

the detection system. Extrinsic sensors can be subdivided into (a) distal and

(b) lateral types. The most common are distal-type sensors, in which the indica-

tor is immobilized at the distal end (tip) of the optical fibre. Alternatively, in

lateral sensor, the sensing chemistry can be immobilized along a section of the

core of the optical fibre to make an evanescent field sensor.

Optical Detection Principles

The most commonly applied methods in optical sensing are those based on light

absorption or light emission. However, compared to absorption based methods,

molecular emission (fluorescence and phosphorescence, generally speaking lumi-

nescence) is particularly important because of its extreme sensitivity and good

specificity. The sensitivity of luminescence methods is by about 1,000 times greater

than that of most spectrophotometric methods; as well, lower LODs for the desired

analytes can be achieved [31]. Therefore, the photoluminescence based techniques

will be briefly described in this section, as these are mostly applied also in the

recently published nanomaterial-based OCSs and because luminescence offers a

variety of techniques to be used. The most important among them are the steady-

state measurements (emission intensity measurements), decay time (lifetime)-based

measurements, ratiometric measurements and fluorescence resonance energy trans-

fer (FRET).

Measuring the emission intensity is most popular because the instrumentation

needed is very simple and low cost. However, measuring the light emission inten-

sity has some disadvantages compared to emission lifetime measurements, in which

the sample is excited only by a pulse of EM rather than via continuous illumination

which is the case of intensity-based methods. Precision and accuracy of lumines-

cence intensity-based schemes are greatly affected by fluctuations of the light-

source’s intensity, detector sensitivity, inner filter effects, indicator concentration

(bleaching and leaching), sample turbidity, and sensing layer thickness. Some of

these problems can be minimized or even overcome by measuring luminescence

lifetimes instead of intensities. However, the drawbacks of lifetime measurements

are the complexity and high costs, typically associated with instrumentation for

lifetime measurements, along with a limited number of indicator dyes available that

show significant analyte-dependent changes in lifetime [32–35].

Another way to reduce the problems associated with intensity as well as with

lifetime detection principles is the use of ratiometric measurements. The technique

employs dual emission or dual excitation indicators or mixtures of two lumino-

phores, exhibiting separated spectral areas with different behaviour. For example,

the ratio of two fluorescent peaks is used instead of the absolute intensity of one
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peak. The sensors therefore typically contain a reference dye; the advantage of this

approach is that factors, such as excitation source fluctuations and sensor concen-

tration will not affect the ratio between the fluorescence intensities of the indicator

and reference dye [36–38].

Another important process that occurs in the excited state is the Förster or

fluorescence resonance energy transfer (FRET). This process occurs whenever

the emission spectrum of one fluorophore, which is the donor, overlaps with the

absorption spectrum of another molecule, which is the acceptor. The acceptor must

absorb the energy at the emission wavelength(s) of the donor, but does not neces-

sarily have to remit the energy fluorescently itself. The transfer of energy leads to a

reduction in the donor’s fluorescence intensity and excited state lifetime, and an

increase in the acceptor’s emission intensity. The rate of energy transfer from donor

to acceptor is highly dependent on many factors, such as the extent of spectral

overlap, the relative orientation on the transition dipoles, and, most importantly, the

distance between the donor and acceptor. Due to its sensitivity to distance, FRET

has been used to investigate molecular interactions [39].

1.2.3 Key Factors Influencing the Optical Sensor Characteristics

An optical detection system may be based either on (a) direct sensing or

(b) indicator-mediated sensing. In a direct optical sensor, the analyte is detected

directly via some intrinsic optical property such as, for example, absorption or

luminescence. In an indicator-mediated system, a change in the optical response of

an intermediate agent, usually an analyte-sensitive dye molecule (indicator) is used

to monitor analyte concentration [21, 40]. On the principle of immobilized indica-

tors relies a large group of optical chemical sensors, because the measuring analytes

mostly have no intrinsic optical property or this property is not convenient for their

detection.

The active component of an optical sensor is a thin polymer film or membrane in

which the sensitive indicator is immobilized. This “smart” material responds to the

species of interest by altering its optical properties [28, 41]. For example, pH is

measured optically by immobilizing a pH indicator on a solid support and observing

changes in the absorption or fluorescence of the indicator as the pH of the sample

varies with time [26].

Indicators

The basic principle of the indicator chemistry (immobilized in or on the polymer

matrix) in an optical chemical sensor is in transforming the measuring concentra-

tion of the analyte into a measurable analytical signal. The analyte concentration is

measured indirectly, through the alteration of the indicator optical properties.

Various types of indicators are used in optical chemical sensing, such as colori-

metric (based on light absorption [25]) and luminescent (based on light emission,
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[42–47]) indicators. However, the latter are of primary importance due to their high

interdisciplinarity, great sensitivity, and applicability to different detection princi-

ples. A great number of fluorescent synthetic organic products is nowadays avail-

able so that a researcher can easily select the proper dye (indicator) corresponding

to a particular sensing application in terms of spectroscopic properties and chemical

reactivity. On the other hand, also the basic organic chemistry offers a great

potential as it enables synthesizing tailor-made indicators for specific applications

[47, 48].

Immobilization Techniques

A method for indicator immobilization into a suitable polymer matrix has also an

important influence on the sensing characteristics. The following possibilities are

usually applied:

l Impregnation – the indicator is immobilized in the polymer matrix through

physical adsorption, chemisorption or electrostatic bonding. The polymer thin

film is dipped into a saturated indicator solution and the solvent is then let to

evaporate [49].
l Covalent bonding – the indicator is covalently bonded to polymer matrix. This

may be achieved by (a) choosing the indicator that contains a functional group

for covalent bonding to polymer, which is at the same time insensitive for the

target analyte, or (b) polymerizing the indicator to certain monomers to form a

copolymer [50].
l Doping – the indicator is entrapped in the matrix during the polymerization

process, where the indicator is simply added to the starting polymer solution [51].

Covalent immobilization enables the sensor having good stability (no leaching,

crystallization and evaporation of components) and longer operational lifetime. The

disadvantage is that the covalent bonding often lowers the sensitivity for the analyte

and prolongs the response time of the sensor [52]. Although the impregnation

technique is widely used and low-priced, it is used first of all for test strips and

in gas sensors due to its low stability (indicator leaching). Doping is one of the

most used immobilizations as it is not restricted to certain indicators and polymers.

The sensor stability (in terms of indicator leaching) is better compared to impreg-

nation and worse compared to covalent bonding. The response time is better than in

covalent immobilization.

Polymers

Polymer chemistry is an extremely important part of the optical sensor technology.

Both the light guide (including its cladding and coating) and the sensing chemistry

of indicator-mediated sensors are made from organic or inorganic polymer [40, 41].

The choice of polymer is governed by the permeability of the polymer for the
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analyte, its stability and availability, its suitability for dye immobilization, its

compatibility with other materials used in the fabrication of optrodes, and its

compatibility with the sample to be investigated. The polymer microenvironment

has a strong effect on the spectral properties of the immobilized indicator, pKa

value, luminescence lifetime, binding constant, etc. [53, 54]. Consequently, the

choice of polymer material has a pronounced influence on the sensor performance

and its characteristics, such as selectivity, sensitivity, working range, calibration,

response time, (photo)stability [55, 56]. The response time, for example, will be

governed by the diffusion coefficients of gases or liquids, and the quenching

efficiency by the solubility of the gas in the polymer.

However, although most authors have compiled a considerable amount of data

on various polymers, numerous new materials are available for which no data are

known. It is also known that copolymers and polymer mixtures do not necessarily

display the properties that may be expected from averaging the data of the pure

components. On the other hand, nano-sized (polymer) materials pose new techno-

logical and analytical challenges in many different sensor designs to improve

industrial process monitoring (air and water quality), food quality surveillance,

and medical diagnostics, and to reliable, real-time detection of chemical, biological,

radiological and nuclear hazards for military and anti-terrorism applications – all

this by enabling improved sensor characteristics, such as sensitivity, selectivity and

response time, along with dramatically reduced size, weight and power require-

ments of the resulting monitoring devices compared to conventional, macroscaled

alternatives.

1.2.4 Effect of Nanodimensions on Sensor Characteristics

The sensor characteristics can be tuned not only by the choice of the indicator

and polymeric support but also by merely reducing the size (<100 nm). This is

because materials that are smaller than the characteristic lengths associated with

the specific phenomena often display new chemistry and new physics that lead to

new properties that depend on size. Perhaps one of the most intuitive effects is

due to the change in the surface-to-volume ratio. When the size of the structure

is decreased, this ratio increases considerably and the surface phenomena pre-

dominate over the chemistry and physics in the bulk. Therefore the sensor

characteristics, such as sensitivity [57] and response time [58] can be dramatically

improved.

Literature [59, 60] defines an optical nanosensor as a device with dimensions

smaller than 1 mm that is capable to detect chemical or biological parameters by

optically transforming the information into an analytically useful signal. However,

the nanotechnology deals with the study and application of structures of matter

with at least one dimension of the order of less than 100 nm [61]. Here we will use

the term nanosensors strictly for less than 100 nm sized particles that are used in

sensing applications. This is also due to the fact that beads bigger than 100 nm
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behave similarly to bulk film optrodes. In contrast, sensing beads smaller than

100 nm show improved sensing characteristics [62].

The nanosensors consist of an inert, for intracellular measurements biofriendly

matrix in which a sensing component and/or an optical reporter are entrapped. The

transduction method of choice is currently fluorescence because of the high sensi-

tivity and relative ease of measurement. Most of the nanosensors reported so far

have used fluorophores that are sensitive and selective to the chosen analyte as the

sensing component. More recently there have been signs that more complex sensing

schemes are being developed, these utilize the capacity of the sensor matrix to

accept encapsulation of more than one component, thus allowing a synergistic

approach to be employed [60]. Nanoparticles containing indicator dyes can either

be used directly as nanosensors or as components of optical sensor materials. Most

of nanosensors known as PEBBLEs (Probes encapsulated by biologically localized

embedding) have been designed for making quantitative measurements in the

intracellular environment as they are small enough to be inserted into living cells

with a minimum of physical perturbation [37, 63]. PEBBLES have many advan-

tages over widely used fluorescence dye based methods, such as: (a) increased

number of analytes that can be measured because nanosensors are not limited to

using a single fluorophore and can utilize cooperative interactions between iono-

phores, enzymes, reporter dyes etc., (b) the matrix protects the intracellular envi-

ronment from any potentially toxic effects of the sensing dye, (c) the matrix

protects the sensing dye from potential interferences in the cellular environment,

e.g., non-specific binding proteins and organelles, (d) no selective sequestration of

nanosensors into cellular compartments or leaking from, or being pumped out of,

cells, (e) enhanced ability to carry out ratiometric measurements, (f) the in-vitro

calibration of nanosensors is valid for in-vivo measurements [60]. When the dyed

nanoparticles are used as components of optical sensor, multi-analyte sensing

becomes possible since several types of beads (e.g. pH-sensitive and oxygen-

sensitive) can be incorporated into one polymer.

Nanosensors pose advantages, such as improved sensitivity, response time and

ability to perform in-vivo measurement. However, the dark side of using “free”

nanosensors for in-vivo measurements needs to be considered. Nanoparticles are

very different from their everyday counterparts, so their adverse effects cannot be

derived from the known toxicity of the macro-sized material. The prime concern is

the retention of these particles in the body and the harmful effect in the long run

[64] since nanoparticles can be responsible for a number of material interactions

that could lead to toxicological effects [65].

By being able to fabricate and control the size, morphology and surface char-

acteristics of nanoparticles, it could be possible to influence the resulting properties

and, ultimately, design materials to give desired properties. The optical properties

that can be controlled at nanoscale are of great interest in the field of optical sensor

designing [66]. Some optical chemical nanosensors rely on quantum dots [67],

metal beads [11] and other materials; however, most of the them make use of

indicators embedded in polymer beads [68–75] and sol-gels [38, 76–81]. Figure 3

gives an overview of common nanosensor concepts [59].
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2 Nanomaterials Used in Sensors

In optical chemical sensing it is desirable to employ appropriate nanomaterials to

achieve highly sensitive and predictable responses over wide analyte concentration

ranges within the shortest possible time. A fairly broad spectrum of nanomaterials

is used in sensors. Some recent publications [1–11] suggest that chemical sensors

utilized nanomaterials with different structures, which can be classified as follows:

l Nanoparticles, nanoclusters, nanocrystals used in optical sensors (biochemical,

immune sensors, electrochemical sensors) (0D)
l Nanotubes, nanorods, nanotapes, and nanowires used mainly in electrochemical

and in optical biochemical sensors (1D)
l Nanosized assembled film structures (Langmuir–Blodgett films and self-assem-

bled mono- and multi- layers) used mainly in optical sensors (2D)

Most frequently nanosensors utilize so called (0D) nanomaterials, i.e., nano-

particles, nanocrystals, nanoclusters, and quantum dots. These are ensembles of

several hundreds or thousands of single-charged atoms or molecules, several

nanometers in size, with discrete energy levels. Such nanoparticles are smaller

than the de Broglie wave of electron, which renders them capable of intensively

absorbing the electromagnetic radiation in the visible or near UV regions.

Nanosensors utilize nanoparticles with different chemical nature and physical

properties [11]:

l Semiconducting materials (CdS, CdSe, CdTe, ZnS, ZnSe, ZnO, PbS, PbTe, etc.)
l Semiconducting materials doped with lanthanides (Eu3+, Sm3+, Tb3+, Gd3+, etc.)
l Noble metals (Au, Ag)
l Magnetic materials (Fe3O4, Fe3S4, g-Fe2O3, MO·Fe2O3, where M ¼ Ni2+, Co2+,

Zn2+, Mn2+, Mg2+)
l Polymer- and silicon-based particles doped with dyes or containing surface-

grafted functional groups

Fig. 3 Schematic

representation of optical

nanosensors:

(a) macromolecular

nanosensors; (b) NSs based

on polymer materials and sol-

gels; (c) multi-functional

core-shell systems; (d) multi-

functional magnetic beads;

(e) NSs based on quantum

dots; (f) NSs based on metal

beads (Adapted from [59])
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High diversity of nanomaterials and sensor types differing in the operation and

analytical signal generation principles, coupled with a broad spectrum of media

analyzed and analytes, complicate systematization of the published data on nano-

sensors. Different authors classify nanosensors based on nanomaterial geometry, in

which case the sensing elements are represented by tubes, rods, tapes, wires [82],

nanoparticles, nanotubes, and porous silicon [61, 83, 84], nanosized films [85, 86],

spheres, rods, cubes, or prisms [87, 88], etc. Other authors emphasize the applica-

tion of nanomaterials in analysis of environmental objects [61] with the use of

optical [86, 88, 89] sensors. Some authors concentrate on only one specific type of

nanomaterials used in optical sensors, i.e. quantum dots [89] or dye-modified

silicon dioxide nanoparticles [90]. One brief review cannot cover all types and

applications of nanosensors, which makes us to restrict ourselves to selected

principal types of nanomaterials used in optical chemical sensors. The emphasis

of this chapter will be devoted to properties and applications of recently developed

optical chemical nanosensors based on semiconducting materials (quantum dots)

and sensors based on polymers and sol-gel materials, all operating on the photo-

luminescence principle.

2.1 Semiconducting Quantum Dots

Semiconducting nanomaterials have attracted significant attention in research and

applications in area of optical sensing during the last decade. The reason for this

interest is based on the very high surface-to-volume ratio that could significantly

change optical properties of semiconductor nanomaterials. The recent results

obtained in studies of the optical and other physico-chemical properties were

difficult to interpret for long owing to polydispersity, presence of surface defects,

and a low degree of crystallinity of the nanoparticles synthesized [2–4, 9, 11].

Inorganic semiconductors include the periodic group (IV) elements silicon and

germanium; compounds such as GaN, GaP, GaAs, InP, and InAs (collectively the

III–V materials); and ZnO, ZnS, ZnSe, CdS, CdSe, and CdTe (II–VI materials).

Solid solutions of many of these semiconductors can be made, and the band gap of

the resulting solid solutions is intermediate between the two end-members; thus

GaP has a room-temperature band gap of 2.3 eV (l � 540 nm), GaAs has a room-

temperature band gap of 1.4 eV (l � 890 nm), and GaPxAs1–x has a band gap

energy that depends nearly linearly on phosphor content (x) (10) [91].

By binding more and more atoms together, the discrete energy levels of the

atomic orbitals merge into energy bands for a semiconducting material. Therefore

semiconducting material can be regarded as a hybrid between small molecules and

bulk material (Fig. 4) [92].

In the case of semiconductor bulk materials, an electron may be excited from the

valence band to the unfilled conduction band if an incident photon has energy

greater than the band gap of the material. Under these conditions, the photon is

absorbed while a hole is left in the valence band when the electron jumps to the
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conduction band. Inversely, if an electron in the conduction band returns to the

valence band and recombines with a hole, a photon is released with energy equal to

the band gap of the semiconductor (Fig. 5).

However, at low temperatures, bulk semiconductors often show optical absorp-

tion just below the energy gap. This process is associated with the formation of an

electron and hole bound to each other, which is called an exciton. The exciton has

mobility and thus can move freely through the material.

In general, the effects of nanoscale on optical absorption are associated with the

density of states in the valence and conduction bands, the quantized energy levels of

the nanostructure, and the influence of excitonic effects. As shown in Table 1, the

exciton radius has nanoscale dimensions [92].
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As the dimension of semiconductor nanomaterial changes from 3D to 0D (the

size of nanoparticles decreases) the density of states becomes more quantized and

the band gap of the material shifts toward higher energies and shorter wavelengths

[93, 94]. As a result, a blue shift is expected in the absorption spectrum as the size of

the nanomaterial decreases, whereas a red shift occurs for an increase in size.

This effect is visible in Fig. 6, which shows the absorbance spectrum of PbSe

nanocrystals as a function of their size. The highest energy (shortest wavelength)

absorption region, called the absorption edge, is shifted toward the blue as the

nanoparticle size is reduced.

Optical emission may also occur if the electron and the hole recombine, leading

to the generation of a photon. If the photon energy is within 1.8–3.1 eV, the emitted

light is in the visible range. Such special spectroscopic properties of semiconducting

nanocrystals, appear due to an effect called »quantum confinement« that emerges

when the particle size is smaller than the so called Bohr exciton radius. Because of

the quantum confinement, the emission of visible light can be tuned by varying the

nanoscale dimensions. The typical trend is the shift of the emission peak toward

shorter wavelengths (blue shift) as the size of the nanoparticles decreases [92]. This

phenomenon is clearly visible in Fig. 7, which shows the photoluminescence

spectra for CdSe of different particle sizes [95, 96].

Table 1 Exciton Bohr diameters and band gap energies for various semiconductors

Material Exciton (nm) Band gap energy (eV)

CuCl 1.3 3.4

CdS 8.4 2.58

CdSe 10.6 1.74

GaAs 28 1.43
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Fig. 6 Room temperature

optical absorption spectra of

PbSe nanocrystals with

diameters (a) 3 nm,
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(d) 5 nm, (e) 5.5 nm, (f) 7 nm,

(g) 8 nm, and (h) 9 nm

(Adapted from [92])
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At a sufficiently small size (bellow 10 nm) of semiconducting nanocrystallites,

so called “quantum-dots”, the density of states of conduction electrons can take

only particular discrete values, which is responsible for the quantum size effect

[94]. As a result, quantum dots possess unique optical properties not observed for

corresponding bulk material [97–99]. The quantum-dots (QDs) (Table 2) are

luminescent nanocrystallites emerging as a new class of fluorescent reporters with

properties and applications that are not available with traditional organic dyes or

nanocomposite structures doped with them [47, 100]. Their novel properties have

opened new possibilities in many areas including ultrasensitive chemical analysis

and cellular imaging. Thus, the major advantages of these materials over organic

dyes include high photoresistance, possible directed control of the fluorescence

a)

b)

UV irradiation 

2.0 nm 2.8 nm 3.8 nm 4.5 nm 7.9 nm

Fig. 7 (a) Emission spectra of CdSe quantum dots with different sizes

Source: http://www.nanotechnologies.com, and (b) CdSe quantum dots of different sizes in

solution emitting light at different wavelengths (Adapted from [96])
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wavelength, a small (15–40 nm) half-width of the fluorescence spectra, and a high

quantum yield which affords extensive application of quantum dots in optical

sensors. So these nanoparticles absorb light and emit fluorescence without the

involvement of electronic transitions, which is a completely different way from

that of traditional dyes [47, 91, 101–103].

The most popular choices of quantum dot materials for chemists are CdSe and

CdS. Their bulk band gaps are 1.7 eV for CdSe and 2.4 eV for CdS, corresponding

to absorption at �720 nm and �520 nm, respectively, which means that their

absorption energies are tunable throughout the visible region [102]. Along with

changes in the particle size, the shape of the fluorescence spectrum, i.e. the change

in the color of the emitted light, is also affected. For example, 2.5 nm and 7 nm

CdSe particles exhibit green and red fluorescence [47, 102, 104], respectively. In

the case of CdS, is also valid that absorption bands are shifted as the particle size

varies [105]. As the particle size decreases, the absorption edge is structurized and

shifted toward the short wavelength region so that the CdS particles smaller than

2.2 nm become colorless. However, at a particle size of less than 1 nm the

absorption peak is shifted to 280 nm and no emission is observed [106–108].

Particle size variation also affects the lifetime of luminescence [109].

Figure 8 shows (a) the transmission electron microscopy (TEM) image [110] and

(b) the high resolution transmission electron microscopy (HRTEM) of monodis-

perse colloidal CdSe nanocrystals synthesized under kinetic size control.

In optical chemical sensing applications QDs have been utilized in a variety of

approaches, including measurements based on emission intensity or on shifts of

emission maxima, for detecting different parameters, mostly heavy metal ions.

Probes, rather than sensors were presented, in which the quantum dots used were

either functionalized or nonfunctionalized [111–121].

2.1.1 Semiconducting “Core-Shell” Systems

Knowledge of the surface chemistry of semiconducting nanocrystallites (quantum

dots) is needed to understand their optical properties and to manipulate them

chemically for a desired application. For sensing applications, it is highly desired

Table 2 Nanocrystalline semiconducting materials (quantum dots) and range of tunability

QD material Fluorescence-emission

range (nm)

QD-diamater

range (nm)

Zinc sulfide (ZnS) 300–410 –

Zinc selenide (ZnSe) 370–430

Cadmium sulfide (CdS) 355–490 1.9–6.7

Cadmium telluride (CdTe) 620–710

Lead sulfide (PbS) 700–950 2.3–9.0

Lead selenide (PbSe) 1,200–2,340

Lead tellurite (PbTe) 1,800–2,500
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to be able to control and alter the properties and functionalities of semiconducting

nanomaterials with greater flexibility and possibility.

Uncoated semiconducting nanocrystallites usually exhibit hydrophobic surface

effects and are therefore insoluble in water and in other highly polar solvents.

However, the prerequisite for the development of semiconducting nanocrystallites

for effective sensing in different media and with better photophysical properties is

to gain access to photostable, compatible and water-soluble nanocrystals. Thus, it is

accepted that control of the composition and structure of the surface of nanocrys-

tallites plays the key role in fabrication of nanomaterials with desired optical

properties.

One approach to control and alter the properties and functionalities of semicon-

ducting nanocrystallites is to use the so-called “core-shell” structures, which con-

tain more than one single component and have properties different from those of

single component nanomaterials [64].

In such a multiple component material all nanoparticles, even ultrasmall ones,

are comprised of at least two fragments, the core and the shell. The cores may be

any kind of colloidal particles, i.e. polymers, metals, insulators, and all classes

of semiconductors. Likewise, the shells may consist of any sort of materials

including inorganic and organic ones. In the latter case, the semiconducting nano-

crystallites could be capped with some appropriate organic functional ligands used

as stabilizing agents including mercaptopropionic acid, L-cysteine, thioglycerol,

etc. [116, 122, 123] or polymers (polystyrene, polyvinyl alcohol, polyethylene

glycol, polyacrylamid, etc.). Such coatings usually protect the core from the

action of external factors and can significantly influence the physical properties

of the material. They can alter the charge, functionality, and reactivity of the

a)

50 nm

b)

2 nm

Fig. 8 (a) Transmission

electron microscopy (TEM)

image of monodisperse

colloidal CdSe nanocrystals

[110], (b) High resolution

transmission electron

microscopy (HRTEM) image

of CdSe nanocrystal

Source: http://www.cnano-
rhone-alpes.org
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semiconductor nanocrystallite surfaces, their thermal and chemical stability,

improve solubility, make them less cytotoxic and allow conjugation of other

molecules to these particles [64]. Besides, the shell can also provide a steric barrier

to prevent the nanoparticles from agglomerating, enhances excitation and emission

intensities, improves selectivity and gives the desired surface functionality [47,

113, 124–126].

Semiconductor nanocrystallites having an inorganic, i.e. semiconducting, shell

(ZnS, CdS, PbS, etc.) are generally complex [127]. In these systems the influence of

the nanocrystallite surface on photoluminescence can be understood in terms of

“trap” states, caused by main structural defects of the surface (bond angle and bond

length distortions, nonstoichiometry of composition, etc.) and impurities (atoms of

the environment). For bulk semiconductors, surface coating is a well-known phe-

nomenon that decreases the possibility of charge carriers residing in traps. For

semiconducting nanocrystallites, i.e. quantum dots, surface coating has most fre-

quently been achieved by higher band-gap semiconductors, to obtain “quantum-

shell” [47, 103].

In the majority of these cases, the electronic structure of the “core-shell”

particles is as follows. The core material having a certain band-gap is capped by

a material with a larger band-gap, the conduction band energy of the capping

material being higher (more negative) than that of the core material and the valence

band energy of the capping material being lower (more positive on the electro-

chemical energy scale) than that of the core material. The main consequence of this

capping is that the exciton photogenerated in the core is prevented from spreading

over the entire particle, and by this it is forced to recombine while spatially confined

to the core. In most cases this is accompanied by enhanced luminescence [128].

While the absorption spectrum of semiconducting “core-shell” tend to be close

to the simple sum of the spectra of the two individual components, at least when

their electronic interaction is not strong, their photoluminescence properties often

change significantly, especially in terms of intensity, either quenched or enhanced

depending on interactions between the two components. When one component

is substantially dominant in size or weight over the other, the optical properties

of such composite system tend to be primarily determined by the predominant

component.

Many semiconducting quantum dots are the composites made of a narrow

dispersed highly crystalline CdSe core overcoated with a shell of a few atomic

layers of a material with a larger band gap, such as ZnS and CdS, on top of the

nanocrystal core. The typical so-called solid–solid “core-shell” structures are

formed (Fig. 9) [95]. Such constructions are beneficial because the surface defects

in the crystal structure act as temporary “traps” for the electron or hole, preventing

their radiative recombination and thus reducing the quantum yield. The lumines-

cence of the surface coated material becomes relatively insensitive to its local

environment, and quantum dots can therefore be used as large, inorganic analogues

of fluorescent dyes. With the proper shell design, it becomes possible to obtain

photoluminescence quantum yields close to 90% and to increase photostability by

several orders of magnitude relative to conventional dyes [47].
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The “core-shell” approach may significantly change optical, chemicals and

photocatalytic properties of semiconductor nanocrystallites, i.e. quantum dots

[127, 129], which in general lead to the following effects:

l It may enhance their excitonic state and defect emission by blocking nonradia-

tive electron/hole (e�/h+) recombination defect sites (traps) on the surface of the

semiconductor (“activation” of fluorescence) [130–132].
l It may create new traps on the surface of the nanoparticle leading to the

apperance of new emission bands [133, 134].
l It may enhance the photostability of semiconductor nanoparticles [130]: the

photoresistance of the crystal core is increased and this prevents surface quench-

ing of excitons and aggregation of the articles, thereby additionally increasing

the quantum yield of fluorescence.
l It may enhance the selectivity and efficiency of light-induced reactions occur-

ring on the surface of semiconductor nanoparticles [127, 135, 136] and it may

lead to the formation of a layer of another semiconductor on the semiconductor

nanoparticle (i.e., CdS/HgS and HgS/CdS [134], CdS/ZnS [137], ZnSe/CdSe

[128], PbS/CdS [138, 139], TiO2/SnO2 and SnO2/TiO2 [140], CdS/CdSe and

CdSe/CdS [141], etc.) and in some cases to the formation of a three-layered

structure-quantum dot quantum well like CdS/HgS/CdS [142, 143].

Many other examples of semiconducting “core-shell” systems include various

materials in which the semiconducting crystal core of CdSe or CdTe is capped with

a thin layer of the other semiconductor having a broader energy gap, e.g. CdS, ZnS,

or ZnTe. This challenge has been utilized in a wide range of combinations and

systems, like CdS/Ag2S, CdS/ZnS, AgI/Ag2S, ZnS/CdSe, ZnSe/CdSe, CdS/HgS,

Fig. 9 Overall structure of a quantum dot nanocrystal conjugate. The layers represent the distinct

structural elements
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CdS/PbS, HgS/CdS, CdSe/ZnSe, CdSe/ZnS, CdSe/CdS, CdS/TiO2, CdS/Au, TiO2/

Pt, TiO2/Au, TiO2/CdSe, CdSe/SiO2, CdTe/SiO2, and Au/SiO2. Many of these

core-shell materials have been already reviewed [104, 129, 144–158].

Using a transmission electron microscopy (TEM) the spherical ZnS coated

CdSe-cores and CdSe coated ZnS-cores can be observed (Fig. 10).

2.2 Polymers and Sol-Gel Materials

2.2.1 Polymers

Plastic materials are quite different from particles built up from metal sulfides so-

called quantum dots, other semiconductor materials, metal nanoparticles (mainly

gold) or glass and its modifications including certain sol-gels. Polymer nanoparti-

cles (NPs) are usually obtained by microemulsion polymerization. Microemulsions

are clear, stable, isotropic liquid mixtures of oil, water and surfactant, sometimes in

combination with a cosurfactant. Microemulsion polymerization of monomers may

be achieved by incorporating a monomer in any of the water and oil phases of the

system [159]. The two basic types of microemulsions, direct (oil dispersed in water,

o/w) and reversed (water dispersed in oil, w/o) are frequently used. In w/o micro-

emulsion nanodroplets of oil surrounded by surfactant are dispersed in the continuous

bulk water phase. The oil nanodroplets serve as confined reactor for polymerization

of discrete nanoparticles. The size of the synthesized particles is determined by the

size of those droplets [160–165].

NPs can be also prepared by precipitation method which is based on the use of

two miscible solvents [62, 166]. The nanobeads are formed by diluting the polymer

solution with of poor solvent. Gradually, evaporation of the good solvent at room

temperature causes precipitation of the polymer solute as fine particles. By using

this method, nano-particles can be prepared from variety of polymers (e.g., engi-

neering plastics, biodegradable polymers and electro-conductive polymers, etc.).

The diameter of particles can be controlled by changing the concentration of the

Fig. 10 Transmission

electron microscopy (TEM)

image of CdSe/ZnS (left) and
ZnS/CdSe (right) core-shell
nanocrystals

Source: http://www.ph.
utexas.edu/�laser/projects/

shelled.html
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solution, the mixing ratio of the good solvent and the poor solvent, respectively. It

should be emphasized that this process does not require the addition of surfactants

(and their subsequent removal) as in the case of nanosensors prepared via polymer-

ization [62]. For the preparation of nanosensors water is commonly used as poor

solvent since the nanosensors are usually designed for measurements in aqueous

medium.

An indicator can be added into the mixture of monomers to be entrapped in

the bead during polymerization. Both physical [62, 73, 75, 167] entrapment and

covalent [38] coupling are used. Physical entrapment of an indicator in NPs is

preferred because of its simplicity and reproducibility. In contrast to bulk sensor

films (typically several microns thick), in NSs many indicator molecules are located

close to the surface so that leaching can become a serious problem. To avoid

leaching, covalent binding can be used. However, in this case, both the dye and

the beads require having a reactive group through which a covalent bond can be

formed between the polymer and the indicator. This situation is often undesirable

because excess reactive groups on the surface of beads may compromise their

properties and often make them more prone to aggregation [168]. Swelling is

another widespread method for the encapsulation of indicators in NPs [169, 170].

This method is only useful for hydrophobic materials which are not swellable in

water. It is essential to use water insoluble indicators for this method otherwise

leaching can occur over time.

NSs based on hydrophobic materials even allow the monitoring of hydrophilic

species with acceptable response times (in contrast to monolithic films based on

the identical composition), due to small diffusion distances. Polymers with polar

properties (such as polyacrylonitrile) have a large surface-to-volume ratio and are

therefore especially useful for ion sensing. Indicators of amphiphilic nature are

often located onto the surface of the bead, allowing response even to hydrophilic

analytes.

2.2.2 Sol-Gel Materials

Sol-gels (inorganic silica beads and organically modified silica – Ormosils) are very

popular materials for designing optical NSs [43, 45, 52, 54, 56, 171–176]. This is

due to the fact that the beads can easily be manufactured, are porous to allow an

analyte to diffuse freely inside, are robust, and are biocompatible, making them

suitable for intracellular measurements. Compared with polymer nanoparticles,

silica nanoparticles possess several advantages. Silica nanoparticles are easy to

separate via centrifugation during particle preparation, surfacemodification, and other

solution treatment processes because of the higher density of silica (e.g. 1.96 g/cm3

for silica vs. 1.05 g/cm3 for polystyrene). Silica nanoparticles are more hydro-

philic and biocompatible, they are not subject to microbial attack, and no swelling

or porosity change occurs with changes in pH [177].

Nanoparticles based on sol-gel materials can be prepared by two general syn-

thetic routes: the Stöber [178–180] and reverse microemulsion processes [181–186].
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In a typical Stöber-based protocol, a silica alkoxide precursor (such as tetraethyl

orthosilicate, TEOS) is hydrolyzed in an ethanol and ammonium hydroxide mixture.

The hydrolysis of TEOS produces silicic acid, which then undergoes a condensation

process to form amorphous silica particles. In general, the lower the concentration of

water and ammonia, the smaller are particles. Indicators are typically entrapped

inside the pores of the beads. However, that does not always prevent them from

leaching into solution. Therefore, similar to the polymer beads, covalent coupling is

often preferred.

Dye-doped silica nanoparticles can also be synthesized by hydrolyzing TEOS in

a reverse-micelle or water-in-oil (w/o) microemulsion system. In a typical w/o

microemulsion system, water droplets are stabilized by surfactant molecules and

remain dispersed in bulk oil. The nucleation and growth kinetics of the silica are

highly regulated in the water droplets of the microemulsion system, and the dye

molecules are physically encapsulated in the silica network, resulting in the forma-

tion of highly monodisperse dye-doped silica nanoparticles [187]. Polar dye mole-

cules are used in the w/o microemulsion system to increase the electrostatic

attraction of the dye molecules to the negatively charged silica matrix, so that

dye molecules are successfully entrapped inside the silica matrix. Water-soluble

inorganic dyes, such as ruthenium complexes, can be readily encapsulated into

nanoparticles by this method [100, 169, 188–190]. Leakage of dye molecules from

the silica particles is negligible, probably because of the strong electrostatic attrac-

tions between the positively charged inorganic dye and the negatively charged

silica. To synthesize organic-dye-doped nanoparticles, various trapping methods

have been used, such as introducing a hydrophobic silica precursor [191], using

water-soluble dextran-molecule-conjugated dyes, and synthesizing in acidic condi-

tions [100]. These alternative methods aid in trapping hydrophobic dye molecules

into the silica matrix. The unique advantage of the w/o microemulsion method is

that it produces highly spherical and monodisperse nanoparticles of various sizes. It

also permits the trapping of a wide variety of inorganic and organic dyes as well as

other materials, such as luminescent quantum dots.

2.2.3 The Use of Core-Shell Systems for Sensing Chemistry

Besides core-shell nanostructures based on QDs, also the core-shell nanostructures

based on polymers and sol-gel materials are well known [64, 78, 170, 192]. The

versatility matrix allows the sensing chemistry to be incorporated either into the

core or into the shell of a bead which for some nanosensors can slightly tune

the sensitivity and helps to minimize interferences [73]. Moreover, the encapsula-

tion of two different fluorescent dyes in the core-shell structure, one analyte-

sensitive dye and other analyte-insensitive incorporated into the core of the bead

used as reference, allows ratiometric detection. This method overcomes the pro-

blems (fluctuations in light source intensity of the instrument, photobleaching of the

analyte-sensitive dye, drifts in the optoelectronic setup and background fluore-

scence) associated with intensity-based measurements [193–201].
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3 Applications of Optical Chemical Nanosensors

In the following section the recently developed photoluminescence-based optical

chemical nanosensors will be described, separately for sensors based on quantum

dots and those based on polymers and sol-gel materials. The applications highlight

the most important sensor characteristics, such as the type of quantum dots and the

indicator and matrix used, dynamic range, response time, limit of detection, indica-

tor leaching, operational lifetime, interferences, etc. and give some their critical

viewpoints.

3.1 Sensors Based on Quantum Dots

Quantum dots (QD) are inorganic semiconductor nanocrystals with the diameter of

1–12 nm [9, 10]. Originally, quantum dots were applied only in optical sensors

whose operation was underlain by the fluorescence phenomenon [89], and more

recently, also in sensors with electrochemical detectors [3, 4, 6, 10]. The fluorescent

particles play a passive role, in which only their presence in the system is detected.

This cannot satisfy the researchers that try to find possibilities to make QDs directly

sensitive to intermolecular interactions. The problem here is an insignificant

knowledge of QD properties. Very little is known on the variation of the different

parameters of their emission in response to different kind of intermolecular inter-

actions in view of various possibilities of forming their surface shells. The pro-

perties of QDs are not studied in such detail as that of organic dyes and no focused

attempts have been made to date to increase this response by optimizing the

composition of core and coating layers.

Several authors have reported on sensing small molecules and ions by using

quantum dots with surface either being unmodified or functionalized with a ligand.

Especially, the determination of heavy metals in the aquatic environment and

biological systems is of tremendous interest owing to their deleterious effects on

the ecosystem and human health depending on the dose and the toxicity.

In recent years, QDs have attracted considerable attention as novel luminescence

probes [202–204]. Quantom dots used in sensor applications are summarized in

Table 3.

Isarov and Chrysochoos [205] observed that the copper ions bound onto the

surface of CdS quantum dots led to formation of a new, red-shifted, luminescence

band. Chen and Rosenzweig [206] have studied the selectivity of luminescent CdS

quantum dots to certain ions by changing the capping layer of the quantum dots.

Polyphosphate, L-cysteine, and thioglycerol were used as ligands. Surface ligands

play a critical role in ion selectivity. Polyphosphate-capped CdS QDs were sensi-

tive to nearly all mono- and di-valent cations, showing no ion selectivity. Con-

versely, thioglycerol-capped CdS QDs were sensitive to only copper and iron ions.

Similar concentrations of physiologically relevant cations, such as zinc, sodium,
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potassium, calcium, and magnesium ions did not affect the luminescence of thio-

glycerol-capped CdS QDs. On the other hand, L-cysteine-capped CdS QDs were

sensitive to zinc ions and insensitive to other physiologically important cations,

such as copper, calcium, and magnesium ions. The detection limits were 0.8 mM for

zinc and 0.1 mM for copper ions. Maria Teresa Fernandez-Arguelles et al. [207]

investigated a water-soluble luminescent CdSe quantum dots (QDs), whose surface

was modified with 2-mercaptoethane sulphonic acid and with 2-mercaptoacetic

acid, for the sensitive and selective determination of copper (II) ions in aqueous

solutions. Higher sensitivity was obtained for the sulphonic-modified CdSe QDs.

Table 3 Nanosensors/probes based on QDs

QDs Analyte Ligand LOD Interferences Ref.

CdS Cu2+ Thioglycerol 0.1 � 10�6 M Fe2+ [206]

CdSe Cu2+ 2-Mercaptoethane

sulphonic acid

3.15 � 10�9 M no [207]

CdTe Cu2+ 3-Mercaptopropionic

acid

2.9 � 10�9 M [208]

CdSe Cu2+ Mercaptosuccinic acid Not given Fe2+ [114]

CdSe/ZnS Mercaptosuccinic acid Not given Fe2+, K+

ZnS:Mn Cu2+ – 7.3 � 10�9 M – [209]

SdS Cu2+ Chitosan 1.2 � 10�9 M – [115]

CdTe Ag+ Thioglycolic acid 5.0 � 10�8 M Cu2+, Hg2+ [111]

CdSe Ag+ Mercaptoacetic acid

and bovine serum

albumin

7 � 10�8 M – [210]

CdSe CN� Tert-butyl-N-(2-
mercaptoethyl)-

carbamate

1.1 � 10�7 M – [211]

CdSe CN� 2-Mercaptoethane

sulfonate

1.1 � 10�6 M I�, SCN� [212]

CdTe Zn2+ Thioglycolic acid 0.2 � 10�6 M – [214]

Co2+ 0.2 � 10�6 M Ni2+

CdSe/ZnS Zn2+ Cyclen 1.4 � 10�6 M Fe2+, Fe3+,

Cu2+, Co2+
[215]

CdSe/ZnS Hg2+ Sulfur calixarene 15 � 10�9 M Pb2+ [100]

SdSe Hg2+ Triethanolamine 1.9 � 10�7 M No [216]

I� 2.8 � 10�7 M

CdS Hg2+ Mercaptoacetic acid 4.2 � 10�9 M Cu2+ [113]

CdTe Pb2+ Thioglycolic acid 2.7 � 10�7 M Cu2+, Ag+ [117]

CdSe/ZnS pH 1,3 Oxazine ring – – [217]

CdSe/ZnS pH Squaraine dye – – [118]

CdTe pH Thioglycolic acid – Mg2+, Ca2+, Ag2+,

Fe3+, Hg2+
[119]

CdTe pH Thioglycolic acid – Mg2+, Ca2+, Ag2+,

Fe3+, Hg2+
[119]

CdSe/ZnS K+

Ca2+
Schiff base – Ca2+

K+
[121]

CdSe NO Triethanolamine 3.02 � 10�7 M – [112]

CdS Sulfadiazine Thioglycolic acid 0.8 � 10�6 M Cu2+, Pb2+ [116]

CdSe Spironolactone – 0.48 � 10�6 M No [120]
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Detection limits for Cu(II) of 0.2 mg/l and a dynamic range up to 30 mg/l. Sulphonic-
modified QDs showed a high selectivity. Bo and Ping [208] reported on a new kind

of functionalized CdTe nanocrystals for the quantitative and selective determina-

tion of Cu(II) ions. Nanocrystals were prepared and modified in aqueous solution by

3-mercaptopropionic acid (MPA). This method was also successfully applied to the

determination of Cu(II) ions in environmental (industrial effluent samples) and

human hair samples [208]. CdSe and CdSe/ZnS quantum dots surface functiona-

lized with mercaptosuccinic acid ligands were prepared [114]. The presence of

the ZnS shell has a significant effect on the both the binding constant, the range

over which quenching occurs and sensitivity. Silica-coated ZnS:Mn nanoparticles

were synthesized by coating hydrophobic ZnS:Mn nanoparticles with silica shell

through microemulsion [209]. Quenching of fluorescence intensity of the silica-

coated nanoparticles allows the detection of Cu2+ concentrations as low as 7.3 nM.

Silica-coated nanoparticles have improved luminescent intensity as well as good

photostability compared to uncoated ZnS:Mn nanoparticles. Moreover, silica-

coated nanoparticles can endure large variations in pH and keep stable luminescent

intensity with wide pH value. Fluorescent probe for Cu2+ based on the decrease of

relative fluorescence intensity of CdS QDs modified by chitosan (CTS) has been

reported [115]. The authors presumed that quenching mechanism is due to a

chemical displacement of surface Cd2+ ions by Cu2+ ions to form CuS particles

on the surface of QDs core, which leads to the enhancement of electron and whole

transfer, and the quenching of fluorescence signals of CTS-QDs. Under the opti-

mum conditions, the relative fluorescence intensity was linearly proportional to

the concentration of Cu2+ in range 8.0 nM to 3.0 mM, and the limit of detection

was 1.2 nM. Probe was insensitive to Pb2+, Hg2+, Ag+ and other physiologi-

cally important cations even if their concentrations were 100 times higher than

that of Cu2+.

A probe for the detection of Ag+ ions based on red-shift of the emission band of

CdS quantum dot surface modified with thioglycolic acid (TGA) was developed

[111]. Under optimal conditions, a linear relationship does exist between the red-shift

of the emission and the concentration of Ag(I) in the range from 0.1 to 0.15 mM, with

a detection limit of 50 nM. The interference of alkali, alkaline earth ions, Co2+, Mn2+

and Ni2+ are very weak. Cd2+, Mg2+, Zn2+, Pb2+ and Ba2+ have a relative fluorescence

wavelength blue-shift effect on probe at relative higher concentration. Cu2+, Hg2+

also reveal certain red-shift on TGA-capped CdTe QDs fluorescence wavelength;

however, when the same concentration of Cu2+ or Hg2+ are added in the QDs-Ag+

system, the red-shift of emission wavelength of probe has no obvious increment in

comparison with the redshift caused by Ag+. Jian et al. [210] reported on water-

soluble and biocompatible CdSe quantum dots (QDs) that have been surface modified

with mercaptoacetic acid and bovine serum albumin (BSA) to improve fluorescence

intensity and stability in water solution. They found the quench of fluorescence

signals of the functionalized CdSe QDs in the 543 nm wavelength and enhancement

of them in the 570–700 nm wavelength range by Ag(I) ions at pH 5.0. The response

was linearly proportional to the concentration of Ag(I) between 4.0 � 10�7 and

1.5 � 10�5 mol/l, with the limit of detection 7.0 � 10�8 M.
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Wei et al. [211] prepared luminescent surface-modified CdSe semiconductor

quantum dots (QDs), with nanoparticle (NP) size distribution in the order of

2–7 nm, for optical determination of cyanide ions. The nanoparticles that have

been functionalised with tert-butyl-N-(2-mercaptoethyl)-carbamate (BMC) groups,

exhibited a strong fluorescent emission at about 580 nm with rather long fluores-

cence lifetimes (several hundred nanoseconds) in aerated methanolic solution. The

functionalisation of the nanocrystals with carbamate ligand allowed a highly

sensitive determination of free cyanide via analyte-induced changes in the photo-

luminescence (fluorescence quenching of intensity at 580 nm) of the modified

quantum dots (excited at 400 nm). A detection limit of 1.1 � 10�7 M (2.9 mg/l)
of cyanide ions was obtained, while the interfering effect of other inorganic anions

(including NO3�, Cl� or SCN�) was negligible even at 200-fold level concentra-

tions in excess of cyanide. Wei et al. [212] prepared surface modified CdSe

quantum dots with 2-mercaptoethane sulfonate for the selective determination of

free cyanide in aqueous solution with high sensitivity. The limit of detection was

unaltered after more than 2 months storage. The quenching of the fluorescence from

the mercaptoethane sulfonate coated CdSe QDs by cyanide anions was rather

selective. The influence of other anions (including SO4
2�, SO3

2�, NO2
2�, NO3

�,
SCN�, Cl�, Br�, I� and acetate) on the luminescence emission from the syn-

thesized QDs showed that most of these common anions did not exhibit any

significant effect on the photoluminescence emission of the QDs, even at relatively

high concentration levels. Only, concentrations of I� and SCN� higher than

2 � 10�4 M produced a measurable quenching of the luminescence of the QDs.

Moore and Patel [213] found that the quantum dots CdS photoluminescence

activation could also be induced by Zn2+ and Cd2+ salt introduction. Li et al. [214]

synthesized water-soluble luminescent thiol-capped CdTe QDs that are sensitive to

cink and cobalt ions. They found that zinc ions enhanced the luminescence emis-

sion and cobalt ions quenched it. However, other divalent metal ions (e.g., Ca2+,

Mg2+, Mn2+, Ni2+ and Cd2+) also quenched luminescence. Zn2+ selective nanosen-

sors based on PET fluorophore-ligand have been designed using azamacrocycles, a

class of nitrogen-containing analogues to crown ethers, conjugated via an amide

link to 3-Mercaptopropionic acid-CdSe/ZnS QDs [215]. Three azamacrocycles

were used as receptors: TACN (1,4,7-triazacyclononane), cyclen (1,4,7,10-tetraa-

zacyclododecane), and cyclam (1,4,8,11-tetraazacyclotetradecane). The QDs con-

jugated with cyclen showed the highest sensitivity towards Zn2+ ions. The response

time is from 1 to 3 min depending on the tested concentration. Other physiologi-

cally important cations that exist at high concentration in living cells, such as Ca2+,

Mg2+, Na+, and K+, did not give rise to any changes in the emission of the

QD�azamacrocycle conjugates. On the other hand, Cu2+, Fe3+, Fe2+, and Co2+

produced the quenching of QD–azamacrocycle conjugate luminescence.

Sensor for Hg2+ has been developed based on a selective fluorescence quenching

of CdSe/ZnS QDs modified with sulphur calixarene. This system showed a detection

limit in the nM range and the influence of other metal ions (Na+, K+, Ca2+, Mg2+, Zn2+,

Mn2+, Co2+, Ni2+) was very weak with the exception of Pb2+ at higher concen-

trations that produced a measurable quenching of QDs fluorescence [100].
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Triethanolamine (TEA)-capped CdSe QDs showed to be responsive through an

effective fluorescence quenching only in the concomitant presence of Hg2+ and I�

[100, 216]. The adequate experiments showed that iodine (I) anions could bridge

between TEA–CdSe-QDs and Hg2+ to form a stable complex (QDs-I�-Hg2+) and
the following effective electron transfer from the QDs to the Hg2+ could be

responsible for the fluorescence quenching of QDs. Water soluble CdS quantum

dots surface functionalized with mercaptoacetic acid were presented as Hg2+ probes

[113]. Under the optimum conditions, the fluorescence intensity of CdS QDs is

linearly proportional to the mercury ion concentration in the range 0.005–0.4 mM
with a detection limit of 4.2 nM. The effect of various coexisting ions on the

fluorescence of probe was studied by mixing Hg(II) ion and interfering ions. Only

Cu2+ ion appears to cause some interference.

Han et al. [117] have proposed a new approach for the determination of Pb2+

based on fluorescence quenching of thiol-capped CdTe QDs. Under optimum

conditions, the calibration graph was linear in the range of 2.0 mM to 0.1 mM of

Pb2+ concentration, and a detection limit of 0.27 mM. Ag+ and Cu2+ could also

strongly quench the fluorescence signals of CdTe QDs Furthermore, other cations

slightly interfere with the sensitivity and selectivity of the Pb2+ determination.

The surface of CdSe/ZnS QDs was capped with an organic compound incor-

porating a dithiolane anchoring group, an electron-rich indole, a 4-nitrophenyla-

zophenoxy chromophore and a 1,3-oxazine ring in their skeleton [217]. The pH

sensing is based on the 1,3-oxazine ring that opens upon addition of base or acid.

The chemical stimulation generates a 4-nitrophenyl-azophenolate chromophore

and is transduced into luminescence quenching due to PET from the QDs to the

chromophores adsorbed on their surface. The probe can be used in pH range from

3 to 11. Nocera et al. [118] developed a ratiometric pH sensor based on CDSe/

ZnS quantum dots and squaraine dye. A sensing approach was based on FRET

between CdSe/ZnS QDs encapsulated within an amphiphilic polymer and a pH-

sensitive squaraine dye conjugated on the cap surface (Fig. 11). As the absorption

spectrum of the dye is pH dependent, so is the FRET efficiency, and the ratio of

QDs to dye emission becomes a function of pH. Rogach et al. [119] reported the

use of CdTe quantum dots capped by short-chain thiol molecules as pH probe

which are pH-sensitive within the pH range of 4–6. The proposed sensors seem to

be unappropriate for intracellular measurements since the physiological ions

change the probe response. Authors [118, 119, 217] did not include the data

regarding the effect of the ionic strength on those probes, which might possibly

limit their use.

Lakowicz et al. [218] examined the steady-state and time-resolved luminescence

spectral properties of two types of CdS nanoparticles. Polyphosphate-stabilized

CdS, which displayed a longer wavelength red emission maximum and a zero

anisotropy for all excitation wavelengths are mostly insensitive to dissolved oxygen

but were quenched by iodide.

Zhang et al. [219] investigated the use of CdTe quantum dots modified with

thioglycolic acid (TGA) for the determination of cationic surfactants. The applica-

bility of TGA-CdTe QDs for this approach in real samples is questionable since
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without the pre-treatment of the sample the metal ions significantly interfere in the

determination procedure.

SdSe/ZnS quantum dots surface functionalized with Schiff base receptor for the

determination of K+ and Ca2+ was reported by Callan et al. [121]. However, Schiff

base receptor itself demonstrated selectivity for Mg2+. The attachment of it onto the

nanoparticle surface alters the binding properties of it dramatically, although the

general selectivity for alkali/alkali earth metal ions remains. Large enhancements in

fluorescence were observed for both K+ and Ca2+, accompanied by a blue shift for

K+ (from lmax ¼ 360 nm to lmax ¼ 320 nm) and a slight red shift for Ca2+ (from

lmax ¼ 360 nm to lmax ¼ 370 nm). Ca2+ causes significant interference in the

measurement of K+ and vice versa. No other ions had a major effect on the

fluorescent intensity except Co(II) which resulted in a quenching of the fluores-

cence. Ca2+ could be measured accurately in the presence of up to four equivalents

of K+ whereas interference was observed in the measurement of K+ when greater

than 0.25 equivalents of Ca2+ was added.

The water-soluble luminescent CdSe quantum dots surface modified with trieth-

anolamine (TEA) were prepared for the selective determination of nitric oxide in

aqueous solutions [112]. The detection limit was 3.02 � 10�7 mol/l. The interfer-

ence effect of some common interferents such as nitrite (NO2
�), nitrate (NO3

�),
glucose and L-ascorbic acid on the detection of NO was negligible for the proposed

system. The probe can be used for more than 3 months.

Fig. 11 A sensor constructed from a colloidal CdSe NC that is overcoated with an outer layer of

ZnS. The native phosphine oxide ligands are encapsulated with an amphiphilic polymer upon

which a pH-sensitive squaraine dye is conjugated. Upon excitation, the CdSe/ZnS nanocrystal may

either fluoresce or transfer energy to the squaraine dye. The FRET efficiency is modulated by the

environment as the dye’s absorption profile is a function of pH. Consequently, the ratio of NC to

dye emission becomes a function of environmental variables (Adapted from [118])
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Yan et al. [116] presented the technique for sulfadiazine analysis based on the

quenching of the fluorescence of CdS quantum dots modified by thioglycolic acid.

Under optimum conditions, a good linear relationship between fluorescence inten-

sity ratio of the system and concentration of sulfadiazine in the range from 12 mM to

2.13 mM can be achieved. Heavy metal ions such as Pb(II), Cu(II) can interfere

with the detection.

A method for spironolactone analysis has been developed based on the quenching

of the fluorescence of CdSe QDs by spironolactone [120]. In the optimum condi-

tions, calibration graph was linear in the range 6.0–1,680 mM and the determinant

detection limit is 0.48 mM. The present method was applied to determine spirono-

lactone in spironolactone tablets. Therefore, the commonly used excipients in those

tablets were tested for possible interference and showed no the fluorescence of

CdSe probe.

3.2 Sensors Based on Polymers and Sol-Gel Materials

3.2.1 Nanosensors for pH

Determination of the pH has a critical importance for a wide range of applications,

namely in the medical, environmental and biotechnological fields [26, 220–231].

The most common pH sensors are electrochemical devices (glass electrodes).

Although they can be reliable analytical tools in many situations, the use of those

for intracellular measurements is limited. In the field of biology and medicine,

sensors able to monitor pH in real time are in great demand, as they can be used for

the general understanding of biological processes and for biomedical diagnostic

[232].

Recently, a lot of work has been done on optical pH-sensitive micro- [71, 73,

76, 232–234] and nano-sensors [38, 79, 80, 192, 235–237]. Here the latter will

be discussed since they are less than 100 nm sized. Table 4 summarizes pH

nanosensors.

Several sol-gel pH nanosensors were prepared by microemulsion procedure

[38, 79, 80, 235–238] and one by Stöber [192]. Wang et al. [79, 235] designed

pH sensors using the doping technique for the immobilization of indicators in sol-

gel nanoparticles. Although leaching can be a serious problem, in this case it has not

been tested. The pH dynamic range of sensing nanoparticles (60 � 4 nm) is

between 5.0 and 10.0 [235] and between 4.0 and 8.0 for nanosensors (30 � 4 nm)

based on Fluorescein indicator [79]. The response time (5 min) for both sensors

is quite long compared to other pH nanosensors (Table 4), even compared to

macro-sized pH optical sensors [26]. Different approaches can be used to prepare

ratiometric sensors as shown in Fig. 12. Prasad et al. [236] designed ormosil

nanoparticles (33 � 6 nm) in which the ratiometric pH-responsive dye is cova-

lently immobilized. Peng et al. [80] and Burns et al. [192] developed two-fluo-

rophore-immobilized nanoparticles sensors. The first author used fluorescein
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isothiocyanate as indicator dye that was covalently crosslinked with the network

formed by the hydrolysis of TEOS and APTES, while tris(2,20-bipyridyl) dichloro-
ruthenium(II) hexahydrate (reference) was entrapped simultaneously inside the

same nanosensors (42 nm) by electrostatic interaction. The second author synthe-

sized a nanosensor (70 nm) via a modified Stöber method incorporating a reference

(tetramethylrhodamine isothiocyanate) and an indicator dye (fluorescein isothio-

cyanate) covalently bound to the matrix in the core-shell architecture. In this case

the pH sensor is composed of a shell of covalently bound indicator-dye molecules

surrounding a core of sequestered, covalently bound reference-dye molecules.

What is interesting is that although both authors used covalent immobilization,

Peng et al. [80] reported extensive dye leakage. Although optical pH sensors are

usually strongly dependent on the ionic strength [239], the studies [80, 192, 236]

did not present this.

Two different approaches have been used for the development of polymeric

ratiometric pH nanosensors [38, 237]. In the first case a reference dye (Rhodamine

B derivate) and a pH sensitive dye (AF) were covalently embedded in polyacryl-

amide nanoparticles (50 nm) [38]. Allard et al. [237] presented a pH sensor based

on polystyren nanoparticles, in the 20 nm range, with a hydrophobic reference dye

(1,9-diphenylanthracene) embedded within the particle and the indicator dye

(FITC) covalently attached to the surface. In this case the pH sensor may retain

many of the drawbacks related to free fluorescent dyes because the indicator

molecules are not protected from the cellular environment. It would be interesting

to know, if the photostability of the covalently attached indicator to the nanoparticle

surface is improved compared to free indicator.

a b

c d

Ratiometric dye Reference dye Indicator dye

hν hν

hν1 hν1

hν1
hν1

hν2

hν2

hν2

hν2

hν hν

Fig. 12 Types of ratiometric approaches: (a) ratiometric indicator dye is immobilized in the

nanoparticle; (b) indicator and reference dye are immobilized inside the nanoparticle; (c) reference

dye is immobilized (covalently attached or doped) in the nanoparticle, and the indicator dye is

covalently bound to the nanoparticle surface; (d) in the core-shell system, the reference dye is

immobilized in the core and the indicator dye is immobilized in the shell
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3.2.2 Nanosensors for Oxygen

Oxygen is undoubtedly one of the most important analytes. Particularly, determi-

nation of dissolved oxygen is of utmost importance in many fields of science and

technology [240] including biotechnology [241–246], biology [247, 248], marine

science [249–253], and in medicine [254–257]. Recent interest in the methods for

measuring dissolved oxygen concentration has been focused mainly on optical

sensors, due to their advantages over conventional amperometric electrodes in

that they are faster and do not consume oxygen [258]. The principle behind the

operation of these sensors is the reduction in luminescent intensity as a consequence

of oxygen quenching of the emitting state. The sensor optode, either in typical

microparticles type [58, 73, 167, 259, 260] or in recent nanoparticle type [62, 72],

consists of dye entrapped in a matrix with a high permeability to oxygen. Borisov

et al. [62] showed that different polymer nanoparticles (size 44–55 nm), depending

on their gas permeability, embedded with iridium (III) coumarin, could be used as

oxygen nanosensors. However, the characterisation of these sensors should be

included. Cywinski et al. [72] prepared ratiometric polystyrene-based oxygen

nanosensors (20.9 � 7.1 nm). Platinum(II)meso-tetra(pentafluorophenyl)porphine

was used as an indicator dye whereas N,N-bis(1-hexylheptyl)perylene-3,4:9,10-
bis-(dicarboximide) was used as a reference dye. Some additional tests, such as

leaching, photostability, storage stability, reversibility should be done.

3.2.3 Nanosensors for Ions

Table 5 summarizes the recently developed ion nanosensors. Lead is one of the

most toxic heavy metals, and it is particularly dangerous for its effects on children.

Therefore, the determination of lead in low concentrations is important. Mancin

et al. [78] developed a fluorescent nanosensor for the detection of Pb2+ ions. Silica

core-shell nanoparticles were produced from 50 nm diameter “pure” silica cores

and a 5 nm thick shell in which the indicator dansyl dye was covalently linked to

silica network. Then the surface of the shell was functionalized with (mercapto-

propyl) triethoxysilane. Surface thiols groups play a key role in the recognition of

the analyte. Selectivity tests show that Cu2+ is a serious interferent. On the other

hand, no effect is observed upon the addition of Zn2+, Ca2+, and Mg2+, while Ni2+

and Co2+ produce much smaller quenching than Pb2+.

Copper is an essential trace element that is required in various biological

processes. Cu2+ is a very important element for hemopoiesis, metabolism, growth,

and immune system [261]. On the other hand, excess copper concentrations are

extremely toxic. The detection of trace amounts of copper ion is of increasing

importance in light of its environmental and biomedical implications. Nanosensors

for the detection of Cu2+ ions typically combine two components: a metal chelating

molecule designed to bind the target ion selectively and a fluorophore as a readout

system. The chelating molecules and the fluorophore are both covalently linked on

to the surface of nanoparticle [188, 189] or the fluorophore is entrapped inside the
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nanoparticle [169, 170]. Tecilla at al. reported the use of two different metal

chelating ligands, picolinamide [188] and (2-pyridinmethyl)-glycinamide [189],

and the same fluorescent dye (danslyamide) for the surface modification of silica

nanoparticles. The interference for both sensors is Ni2+. Larpent et al. [169]

described the concept of associating an efficient fluorescent reporter, a BODIPY

derivative, and an excellent metal-chelating receptor, cyclam, in polymer nanopar-

ticles. The hydrophobic dye is entrapped within the particle core and the receptor,

covalently linked to the polymer backbone, is mainly located near the surface. The

detection is based on the quenching of fluorescence by energy transfer from the dye

to the receptor-target complex that occurs when the absorption band of the complex

overlaps the emission band of the dye. In this case the Ni2+ ions did not interfere.

Core-shell type dual fluorescent nanoparticles (NPs) in the 16 nm diameter range

with a selective ligand (cyclam) attached to the surface and two fluorophores, 9,10-

diphenyl-anthracene (donor, D) and pyrromethene PM567 (acceptor, A), embedded

within the polymer core were synthesized [170]. Dual-dye-doped fluorescent NPs

permit the design of cascade FRET-mediated sensing devices. The two sequential

FRET processes, the energy transfer from D to A, and quenching of the resulting

sensitized emission of A by copper complexes that are formed at the NP surface,

provide an efficient means to sense copper ions by monitoring the quenching of the

acceptor dye upon irradiation at the donor excitation wavelength. This sensor is

highly selective towards other divalent cations.

Huan et al. [190] have developed a Cu2+ sensor based on a fluorescent ligand

(N-(quinoline-8-yl)-2-(3-triethoxysilyl-propylamino)-acetamide) which acts as both

binding and readout system.

Zinc is the second most abundant trace element in humans behind iron. Most of

the zinc found in the body is bound to proteins such as carbonic anhydrase or zinc

finger proteins. Zinc has been implicated in Alzheimer’s and Parkinson’s disease

[262, 263] and as a neuromodulator [264]. In addition, zinc has been found to

perform structural functions in some enzymes and found to act as a Lewis acid in

others [265]. The amount of zinc can range throughout the body from nanomolar

concentrations in the cytosol of certain cells to millimolar concentrations in some

neuronal vesicles [266]. However, the full extent of zinc’s purpose in the body

remains unclear. Therefore the development of nanosensors is required to further

elucidate the role of zinc in vivo. Two different nanosensors for the detection of Zn2+

have been reported [75, 81]. Kopelman et al. [75] designed a polyacrylamide

PEBBLE sensor, containing immobilized Newport Green as the indicator dye and

Texas Red-dextran as the reference dye. The maximum response to zinc (percent

increase in the “intensity ratio”) is 50%, which is less than observed with the

Newport Green dye in solution (which has an increase of approx. 250%). It is

obvious that the matrix is affecting the sensitivity of the indicator dye. But on the

other hand, the matrix is preventing the indicator dye to react to non-specific

bindings of proteins, such as bovine serum albumin, which is a prime advantage

of the PEBBLE sensors compared to free dye, especially for cellular analysis.

Mancin et al. [81] selected the 6-methoxy-8-(p-toluensulfonamido)-quinoline

(TSQ) as the active unit for the preparation of Zn2+ sensing silica nanoparticles via
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the Stöber–Van Blaaderen procedure [267–272]. The Coumarin 5 was used as

reference dye covalently linked to silica network. The sensor suffers from the

Cu2+ interferences and, to minor extent, from Cd2+. Iron is an integral metal ion

in several physiological processes involving electron transfer and oxidation. Iron

can be both beneficial and cytotoxic. Numerous enzymes use iron as a cofactor for

hydroxylation, oxygen transport, DNA synthesis, hydrolysis, etc. [266]. Because of

iron’s vital role in a number of proteins, deficiency during the developmental stages

can lead to irreversible loss of motor skills and has been linked to behavioral

alterations in iron deficient rats [273–275]. Accumulation of iron in the central

nervous system has been implicated in a number of diseases. Therefore the devel-

opment of sensors that allow in situ measurements would be beneficial. A PEBBLE

sensor based on Alexa Fluor 448 (indicator dye) and Texas Red (reference)

immobilized in polyacrylamide nanoparticles for the detection of Fe3+ ions have

been introduced [74]. What is surprising is that the reference dye is quenched by

20% in the presence of 1 mM copper.

Changes in intracellular ion concentrations accompany many processes in living

cells, including transport, signalling, and enzyme function [276–280]. A magne-

sium-sensitive PEBBLE, which contains immobilized Coumarin 343 as the indica-

tor dye, and Texas Red-dextran as a reference dye, has been reported [281]. The

interference from calcium is a major complication of current strategies aimed at the

measurement of magnesium concentrations in biological environments [282–284].

The results show that the Coumarin 343 is insensitive to Ca2+ ions. A fluorescence-

based calcium nanosensor was described [77] that exploits silica nanoparticles

(prepared by inverse microemulsion polymerization) doped with calcein as indica-

tor dye for the determination of Ca2+ in blood serum. It is surprising that the effect

of pH on the fluorescent intensity of nanosensor was not tested in the clinically

important pH range (6.6–7.8) [285]. Some other “nano”sensors for the detection of

different ions have been published [286–289] but are not commented here since the

dimensions of those optrodes are bigger than 100 nm.

3.2.4 Nanosensors for Other Molecules

The characteristics of nanosensors for the detection of glucose, naproxen and

Dipicolinic acid are summarized in Table 6. A nonenzymatic sensor for glucose

based on amino-functionalized luminescent silica nanoparticles (LSNPs) doped

with the europium(III) mixed complex, Eu(TTA)3phen with 2-thenoyltrifluoroace-

tone (TTA) and 1,10-phenanthroli-ne(phen) was reported [290]. Lapresta et al. [68]

developed a fluorescent polyacrylamide nanosensor for the determination of non-

steroidal anti-inflammatory drug naproxen. The fluorescentmonomer,(E)-4-[4-

(dimethylamino)styryl]-1-[4-methacryloyloxymethyl) benzyl]-pyridinium chloride

(mDMASP) was used as an indicator. Upon the immobilization of the indicator into

a polymer nanoparticle the sensitivity and detection limit were reduced. Because of

relatively high detection limit those nanosensors could only be used in wastewater

or industrial routine tests.
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For the detection of dipicolinic acid, a chemical marker for bacterial spores,

silica nanosensors have been developed based on Eu-complex [291] and Tb-com-

plex [292]. In both cases the EDTA ligand is covalently attached onto the surface of

silica nanoparticles doped with reference dyes, such as fluorescein isothiocyanate

(FITC) [291] or Ru-complex [292]. Interferences resulting from nonselective

binding of aromatic ligands (benzoic acid, m-phthalic acid, o-phthalic acid) to

Tb-complex should be tested. Moreover, it is surprising that a Ru-complex, a

common indicator for oxygen sensors [293–295] has been used as reference but

the possible effect of oxygen on its fluorescence properties has not been tested.

4 Future Trends of Nanomaterial-Based Optical

Chemical Sensors

The development of nanoscale materials for optical chemical sensing applications

has emerged as one of the most important research areas of interest over the past

decades. Nanomaterials exhibit highly tunable size- and shape-dependent chemical

and physical properties. They also show unique surface chemistry, thermal and

electrical properties, high surface area and large pore volume per mass unit area.

Because of their unique and advantageous features they can help to improve

sensitivity, response time and detection limit of sensors. Although the zero dimen-

sional materials are applied in sensor design, the factors, such as matrix, indicator

and immobilization technique still need to be considered in order to achieve the

desired sensor’s characteristics. In other words, if the matter is only to reduce the

size to less than 100 nm, this does not consequently lead to improved sensor’s

characteristics. The applications also decide the type and the size of nanomaterials

that will be used in the nanosensors’ development.

Although today’s promising nanosensors have unprecedented sensitivity, the

selectivity can still be improved. This can be achieved by functionalisation of

nanomaterials (e.g. by modifying the surface or by doping atoms). Suitable control

of the properties and response of nanostructures can lead to new devices and

technologies. Novel methods of fabricating patterned nanostructures as well as

new device concepts are therefore being constantly discovered. An important

area, which is currently still in its early stage, but is expected to emerge in the

near future, is represented by the in-vivo sensors. Nanosensors offer the possibility

to be permanently ingested or injected into the living body, where they can act as

reporters of in-vivo concentrations of key analytes. These devices would have a

capability for sensing and transmitting data to an external data capture system. In

this respect, probes encapsulated by biologically localized embedding (PEBBLEs)

are sub-micron sized optical sensors specifically designed for minimally invasive

analyte monitoring in single cells with applications for real-time analysis of drug,

toxin, and environmental effects on cell function. Their protective polymer matrix

protects the cell from the indicator dyes toxicity, prevents interference from
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biomolecules, and provides a phase for complex sensing schemes. However, there

must be taken into account also the dark side of in-vivo sensors where the prime

concern is the retention of nanomaterials in the body and the harmful effect in the

long run. The toxicity is dependent on the nanoparticles chemical (charge on the

particle) and physical (size of particle) properties, and also on the material biocom-

patibility. Thus, synthesizing particles that are biocompatible and are cytotoxic

only at very high concentrations are being aimed at.

Many interesting concepts and ideas for designing NSs can be found in litera-

ture, but most of them do not fulfil all the requirements for practical use. But, as

more and more types of smart nanomaterials with unique and tunable properties

continue to be invented, increasing numbers of efficient and selective nanosensors

are expected to emerge. Sensors capable of detecting very low analyte concentra-

tions for non-invasive and non-degenerative analyses in a wealth of different

promising applications will be produced. As well it is believed that the cost of

individual sensors will be radically reduced and sensors will be more easily usable

for the end-users. Moreover, other important challenges, such as development of

fully engineered monitoring system requiring modules to collect the target mole-

cules and bring them to the sensor, the nanosensor array to carry out detection, a

mechanism to refresh and regenerate the nanosensor as needed, and data manage-

ment capabilities to communicate any display the information as well as the

sensors’ long-term stability are expected to be fulfilled. An interesting task is the

capability to distinguish among multiple chemical species in a sample stream,

therefore the multi-target detection is possible through an emerged development

of multi-analyte sensor arrays. In such system, hundreds, thousands or even

millions of high-sensitivity nanoscale sensing elements would be widely distributed

to simultaneously monitor a large number of chemical, biological and radiological

analytes in a given application, with increased reliability, sensitivity, accuracy and

selectivity.

Nanoscience is an interdisciplinary area covering physics, chemistry, biology,

materials, and engineering, therefore the field of nanosensors will continue to

involve mutual interactions and collaborations among chemists, physicists, materials

scientists and engineers. Future discoveries and applications of nanoscale sensing

devices will continue to evolve, greatly enhancing our daily lives and likely to

benefit various fields: industrial sectors, including chemical and electronic indus-

tries, manufacturing, health care, medical practice, environmental protection, mili-

tary and homeland defense, networking and communications.
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Zinc Oxide Nanostructured Thin Films:

Preparation and Characterization

Mohamad Hafiz Mamat and Mohamad Rusop

Abstract The preparation and characterization of zinc oxide (ZnO) nanostructured

thin films have been discussed. ZnO, a wide band gap semiconductor material, has

proven to be of great interest for use in a lot of applications especially in electronics

and green technology such as solar cells, sensors and light emitting devices. With

wide applications by ZnO material, it is important to study its preparation and

properties which could give the characteristics that suitable in applications. In this

study, we prepared ZnO nanostructured thin films using economically viable and

simple technique of sol-gel spin-coating technique. The effects of annealing tem-

perature and precursor molar concentration on ZnO nanostructured properties are

investigated. We characterized and discussed the morphology, crystallinity, optical

and electrical properties of prepared ZnO nanostructured thin film.

1 Introduction

The semiconductor industry has grown very rapidly since the invention of semi-

conductor transistor by the scientists of Bell Labs in 1947. Research in semicon-

ductor has also been progressively conducted as the semiconductor industry

expanded over the years to fabricate more powerful devices which have faster
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operation speed, smaller size and lower power consumption [1]. Besides that, the

research has also been focused to prepare high performance electronic devices

using low cost materials and low preparation cost.

Since many years ago, silicon (Si) has dominated the semiconductor market and

become preferred materials to be used in electronic devices [2]. The maturity of its

fabrication technology also becomes a factor why it has been used widely in

semiconductor industry. However, Si preparation is not easy and very costly

which induce interest among researchers to find alternative materials for device

applications [2]. Moreover, the indirect band gap properties of Si limited its usage

to optoelectronic devices [3]. Thus, gallium arsenide (GaAs) has become a material

of choice for electronic devices since the material is a direct semiconductor material

and has properties such as high carrier mobility and effective carrier velocity.

However, due to rapidness in the progress of semiconductor industry, the devices

require more stability, durability and physical characteristic of the materials which

is beyond the limits of Si and GaAs.

The need of newmaterials for application has led to the research in wide band gap

semiconductor. The wide band gap semiconductor become very promisingmaterials

due to its inherent properties such as larger band gap, higher breakdown voltage, and

higher electron mobility [4, 5]. The properties are very useful and suitable for the

fabrication of high power, high temperature and short-wavelength electronic

devices. Among the wide band gap materials which have been studied are magne-

sium oxide (MgO), tin oxide (SnO), titanium dioxide (TiO2), and zinc oxide (ZnO).

ZnO materials received a lot of attentions since many years ago where it has

already featured as the subject of numerous research papers as early as 1935 [6]. It

has been useful in many industries such as paints, cosmetics, pharmaceuticals,

plastic and rubber manufacturing and electronics as a result of its unique properties.

ZnO has become valuable due to the properties such as ultra violet absorbance,

electric conductivity, transparency, piezoelectricity and luminescence [7].

In electronics, ZnO is important because of its semiconducting properties which

make ZnO become prospective candidate for optoelectronic device fabrication.

ZnO thin films structure exhibits high conductivity, high carrier mobility, chemical

stability and transparency in the visible range [8–10]. It is also non toxic and

sustainable and could be prepared using low cost materials [11]. In light emitting

technology, although gallium nitride (GaN) based materials have dominated in

green, blue, white and ultra violet light emitting devices, ZnO enters the arena

with several advantages. Among of the advantages are high exciton binding energy,

ability to grow high quality single crystal substrate with low cost, and simple crystal

growth technology [12]. In solar cell technology, due to its properties such as high

transparency and conductivity, ZnO materials based dye sensitized solar cell has

been developed and achieved efficiency as high as 5% [13, 14]. The ZnO based

solar cells are expected to be an alternative candidate for Si based solar cell

replacement due to its chemical and thermal stability including the stability against

photo corrosion [15]. ZnO is also used as a various kind of sensors due to its

properties. Pyroelectric, piezoelectric and other sensing properties enable ZnO to be

used as thermal, pressure and gaseous sensors [16, 17].
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2 Zinc Oxide Properties

Zinc oxide (ZnO) is II–VI compound semiconductor which has direct bandgap

energy of approximately 3.2–3.4 eV at room temperature [18–22]. It has a melting

point of 1,975�C to imply strong bonding and to suggest that ZnO is thermal and

chemical resist materials [23, 24]. It is not completely soluble in water but could be

dissolved in alkalis and acids. ZnO is known as zinc white and commonly available

in white powder. Although under certain condition ZnO have been reported growth

as p-type conductivity, naturally ZnO exhibit as n-type conductivity. The n-type

conductivity might be caused by intrinsic defects such as zinc interstitials and

oxygen vacancies [25]. The n-type conductivity of ZnO could be enhanced by

introducing elements such as boron, aluminum, gallium and indium as dopant

materials [26–29].

ZnO crystals are commonly found stable with hexagonal symmetry or wurtzite

structure. ZnO has lattice parameters of a ¼ 0.3249 nm and c ¼ 0.5207 nm at

300 K which give c/a ratio of 1.602 to indicate that ZnO structure is closed with an

ideal hexagonal closed packed structure (1.633) [24, 30]. Hexagonal (wurzite)

structure ZnO consists of zinc (Zn) atoms which are tetrahedrally coordinated to

four oxygen (O) atoms, where the Zn d-electrons hybridize with the O p-electrons

[31]. There are four most common face terminations of wurtzite ZnO which are

(0001), (000-1), (11-20) and (10-10). The (0001) is the polar Zn terminated plane

and is the basal plane while (000-1) is the polar O terminated plane. The Zn

terminated plane produce positively charged polar surface while the O terminated

plane produce negatively charged polar surface [32]. The (11-20) and (10-10) are

the non-polar planes which contain an equal number of Zn and O atoms. The

tetrahedral coordination gives rise to polar symmetry along the hexagonal axis that

is responsible to the properties of ZnO such as piezoelectricity and spontaneous

polarization, and is also a key factor in crystal growth, etching and defect generation.

The conduction band (CB) of ZnO arises from the Znþþ 4s orbital (symmetry G7)
and the upper valence bands (VB) from the O�� 2p states with an admixture of

Znþþ 3d levels [31]. The valence band maxima and the conduction band minima

occur at the same axis of Brillouin zone to indicate that ZnO is direct a semicon-

ductor material.

ZnO is an important material which exhibit UV emission, UV absorption and

visible light transparency [33–36]. As a direct and wide band gap semiconductor

material, ZnO is considered as a good candidate for electronic devices application.

The direct and wide bandgap properties make ZnO may have a high breakdown

voltage, lower noise and could be operate at high power and high temperature [37].

The properties also allow ZnO to be used in light emitting devices application such

as blue and ultraviolet light emission diode. High exciton binding energy of ZnO

materials which is about 60 meV induces efficient light emission at room tempera-

ture [19]. The transparency properties allow ZnO materials to be used in solar cell

technology as transparent electrode. The UV light absorption properties give a lot

of benefits as a material in UV sensor and UV protection layer fabrications.
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3 Preparation Methods of ZnO Thin Film

There are many techniques of ZnO preparation. Among them are molecular beam

epitaxy (MBE), chemical vapor deposition (CVD), pulsed laser deposition (PLD),

metal organic chemical vapor deposition (MOCVD), sputtering and sol-gel method

[38–44]. MBE and MOCVD technique could produce high quality ZnO crystal but

the systems are very expensive, complicated and require exclusive maintenance.

PLD and sputtering also produce high quality ZnO crystal but require high quality

target and vacuum chamber. Moreover, the techniques also require rigid experi-

mental conditions such as cleaning, vacuum and controlled gas atmosphere [7].

CVD is a promising technique for ZnO preparation since it could prepare ZnO with

good properties but need optimization in system for large scale deposition. The

system also requires carrier gas such as argon (Ar) gas and high temperature to

operate which could increase a cost for final product. Sol-gel method is a good

preparation technique of ZnO since it could be done for large scale deposition, low

temperature and relatively low cost compared other preparation technique [45]. The

technique also could produce high quality ZnO for device application and expected

to be used in industry for its cost effectiveness. However the technique requires

optimization of solution preparation to obtain ZnO structure with good properties.

ZnO could be grown on wide range of substrate such as silicon (Si), gallium

nitride (GaN), sapphire and glass [46, 47]. The growth ability on the glass substrate

is very advantageous since the glass is a cheap substrate. The ability also indicates

ZnO could be grown on amorphous and inexpensive substrate for research purpose

and electronic devices fabrication. ZnO also could be prepared at relatively low

temperature compared to other wide band gap materials which is benefited to

manufacture electronic devices at lower cost.

3.1 Sol-Gel Method

The sol-gel process is a wet-chemical procedure in which a solution of a metal

compounds or a suspension of very fine particles in a liquid (referred to as a sol) is

converted into a semi-rigid mass (a gel) [48]. The sol-gel consists of mixture of

solid materials suspended in a liquid solution. Gel occurs when the individual

molecules form structures which then form molecules matrix network that are

same with the formation of semiconductor crystals but without ordered spacing.

Through this process, pores are formed between particles. The molecules matrix

becomes large and dense depend on process, time and temperature. During thin

films deposition, the parameters of deposition process such as deposition speed,

deposition time, drying time and drying temperature will determine final material

properties including structural, optical and electrical properties.

Sol-gel is attractive process because it offers low processing temperature,

possibility of various forming process and high homogeneity and purity of resulting
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materials. The sol-gel process allows preparing materials in a wide variety of forms

such as powders, thin films, microporous inorganic membranes, ceramic fibers and

extremely porous materials (aerogels).

The sol-gel technology involved a few of processes which are hydrolysis,

condensation, ageing, drying and densification [49]. Hydrolysis process occurs

when the hydroxyl groups of water become attached to the metal atom by replacing

the ligands in the precursors as shown in (1) [48]:

MðORÞn þ xH2O ! MðORÞn�xðOHÞx þ xROH (1)

The process where the hydroxyl groupsmerge to formmetal-oxygen-metal bonds

and release a water molecule is called as condensation. During the process, the

chains and networks of particle are formed. The process of condensation may occur

by oxolation and alcoxolation process. The oxolation process occurs when two

hydroxide branches connected releasing water molecules as indicated in (2) [48]:

�M�OHþ HO�M� ! �M�O�M�þ H2O (2)

The process of when a hydroxide branch with an alkoxide branch connected

and releasing an alcohol molecule is called alcoxolation. The process is shown in

(3) [48]:

�M�OHþ R�O�M� ! �M�O�M�þROH (3)

During ageing process where the solution is stirred at room temperature, both

hydrolysis and condensation reactions are expected to occur to form a continuous

solid network suspended in fluid phase. The process is called as polymerization.

The drying process is the process to evaporate solvent, water and other volatile

components of the sol-gel materials that leads to the formation of an elastic or

viscoelastic gel-like state. The process is very important in thin film preparation

where the thickness of the film could be increased by the repetition of deposition

and drying process. The process also produces stronger adhesion between the

particles and the substrate.

Densification refers to the thermal treatment of the materials which collapse the

open structure and reducing pores to form dense materials. The thermal treatment

which is related to process of annealing will produce amorphous or crystalline

phase of materials depend on applied energy and materials itself.

3.2 Sol-Gel in ZnO Thin Film Preparation

Sol-gel method has been widely used to prepare semiconductor solution materials

such as titanium dioxide (TiO2) and zinc oxide (ZnO). The method is well
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established due to its process which is simple, inexpensive, non-vacuum and low

temperature to synthesized film. Moreover, the method has it merits including

excellent control of the stoichiometry of precursor solutions, ease of compositional

modifications, customizable microstructure, ease of introducing various functional

groups, relatively low annealing temperatures and the possibility of coating depo-

sition of large area substrates [50]. In our research, ZnO thin films have been

prepared using three main materials which are zinc acetate dihydrate as a precursor

or starting material, monoethanolamine (MEA) as a stabilizer and 2-methoxyethanol

as a solvent.

The use of anhydrous zinc acetate, which avoids the introduction of large

amounts of water to the sol-gel, enables the control over reactions within the

sol-gel [21]. Monoethanolamine or other aminoethanols such as diethanolamine

(DEA) and triethanolamine (TEA) act as bidentate ligands to Zn2+ to stabilize the

solution against any precipitation thus producing clear solution for coating proce-

dure [51]. Stabilizer plays very important role in the sol-gel process. It prevents

uncontrollable growth of particles and also prevent particle from aggregation.

Moreover, the stabilizer will control growth rate of particle thus controlling

particle size. The other function of stabilizer is allowing particle solubility in

various solvents.

MEA contain two functional segments which both plays a significant role as a

complexing agent to govern the hydrolysis of zinc acetate dehydrate. MEA extends

into the particle surface to lose their conformational entropy and to inhibit the

particle agglomeration in polymer matrix by steric repulsion. MEA retarded con-

densation process but promote the formation of ZnO because of the presence of

amine which increases the solution pH [52]. The use of MEA also induces a

preferential growth along c-axis of ZnO which could avoid optical scattering in

the thin films [36].

The process occurs for ZnO growth during sol-gel method has been described by

literature [52]. In alcoholic solution, zinc acetate dihydrate will dissolve to form

Zn2þ, CH3COO
�, Hþ and OH� where Hþ and OH� come from dihydrate compo-

nent. MEA, OH� and CH3COO
� are competed each other to interact with Zn2þ.

Zn2þ will interact with CH3COO
� and OH� to form zinc monoacetate ion

(ZnCH3COO
þ) and zinc hydroxide ion (ZnOHþ) through the process of hydrolysis.

Zn2þ reacts with MEA to form ZnCH2NOH
2þ. ZnOHþ then go through for

condensation process to produce Zn(OH)2 and ZnO particle which then produce

Zn-oxo-acetate colloidal particle. While ZnCH3COO
þ will produce zinc oxo-

acetato species (ZnO1�X(AcO)2X). Ageing process produces Zn-oxo-acetate

colloidal particle through the process of condensation. The hydrolysis and conden-

sation process are very slow due to the low quantities of water thus the size of ZnO

particle could be controlled to be in nanometer size [51].

Spin-coating technique is a simple way to deposit thin film uniformly from

precursor solution. An instrument for this technique is called as spin-coater as

shown in Fig. 1. It is a device which is able to produce uniform thin films on the

substrates at a constant spin speed for a given time. The spin coater has a sample
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holder which use vacuum to hold the substrate during deposition process. The

deposition process is done by dropping the solution onto the substrate which is

accelerated at certain speed for certain time. The speed and deposition time are very

important parameters which determine the thin film uniformity, morphology and

thickness. An example of the thin film preparation process is illustrated in Fig. 2.

Fig. 1 Spin coater for ZnO thin film deposition process

Fig. 2 Nanostructured ZnO thin film preparation by sol-gel spin-coating method
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4 Effect of Annealing Process and Precursor Molar

Concentration

4.1 Surface Morphology

In the sol-gel spin-coating method, there are many processing parameters that we

need to consider in order to obtain good ZnO films. One of them is an annealing

process. Annealing process plays very important role in a material growth mecha-

nism. Generally, annealing process is a process to apply energy (usually thermal

energy) on the materials to change its properties including electronic and structural

properties. During the annealing process, due to the supplied energy, electron

diffusion and atom rearrangement occurs to favorable energy position which

improves the materials properties. There are many interesting characteristics of

the materials that could be observed after the annealing process including an

evolution of surface morphology and crystallization degree.

The dependence of annealing temperature on surface morphology could be

investigated using field emission scanning electron microscope (FESEM). For

example, FESEM images for ZnO thin films deposited on silicon substrate at 350

and 500�C are shown in Fig. 3. We can observe that the transformation in film

morphology happened at the two of annealing temperatures. From the FESEM

images, it could be understood that the ZnO film thin film become denser with

higher annealing temperature up to 500�C. The condition could be originated from

particles expansion during annealing process. The particles have tendency to

expand at higher annealing temperature because of the energy supplied during the

annealing process cause an atom rearrangement to form a crystalline structure.

Since the thin film is deposited at room temperature using sol-gel spin-coating

technique, the ZnO particles are mostly in amorphous structure. By annealing

process, it favors the diffusion of atoms absorbed on the substrate and accelerates

the migration of atoms to the favorable energy positions, resulting enhancement in

the crystallinity and c-axis orientation as has been reported by M. Rusop et al. [53].

350° 500°

Fig. 3 SEM images of ZnO thin films annealed at 350 and 500�C
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Other immediate effects of annealing process are porosity reduction and particle

size increment. As the thin film become denser at higher annealing temperature, the

porosity of thin film become lower. The particle expansion removed porosity from

the thin films through space filling process between particles resulting denser thin

film at higher annealing temperature. Through the migration of atoms to the

favorable energy position, it produces larger ZnO particles when the thin film is

annealed at higher annealing temperature. We can observe this transformation in

the FESEM images whereby the average particle size of ZnO annealed at 350 and

500�C are measured to be 37 and 56 nm, respectively.

It is interesting to observe that the ZnO particles synthesized by sol-gel method

are not in perfectly spherical shape. They exhibit some edges rather than perfect

curved surfaces due to the difference in surface energy of crystallographic direc-

tions in the ZnO growth. In the wurtzite structure, the relative growth rate of each

crystallographic plane differs somewhat according to the crystal orientation, so that

it is difficult for crystalline ZnO to grow symmetrically into spherical particles [54].

4.2 X-Ray Diffraction (XRD) Spectra

The crystallinity of ZnO could be characterized by X-ray diffractometer (XRD).

The degree of crystallization is determined based on diffracted incident X-ray beam

intensity when it hit on the atoms which might have arrangement in random

(amorphous) or regular pattern (crystalline) or both. A destructive interference

occurs when the beam hits an amorphous structure while a constructive interference

produced when the beam hits a crystalline structure. The latter interference gives a

crystallization signal which is translated into XRD peak representing an orientation

of crystal plane or orientation. For instance, we can observe the difference of

crystallization degree for ZnO thin film annealed at 350 and 500�C. The XRD

spectra for thin films annealed at 350 and 500�C are shown in Fig. 4. Both films

exhibit polycrystalline structure that belongs to the hexagonal wurtzite type of ZnO.

There are five orientation peaks that could be observed in the spectra, identified as

(100), (002), (101), (102) and (110) orientation peaks. The spectra shows that the

both films having preferential growth along c-axis or (002) plane but with the

different peak intensity. The thin film annealed at 500�C has higher and sharper

XRD peak, indicating an improvement in (002) orientation peak intensity compare

than the thin film annealed at 350�C. The result indicates that the annealing process
improved ZnO crystallinity which more atoms are moved to the favorable energy

position in ZnO wurtzite structure.

Another important parameter that affected ZnO crystallinity is precursor molar

concentration. The XRD patterns for ZnO thin films prepared at different precursor

concentrations are shown in Fig. 5. Analysis of the XRD pattern of the films

revealed that they have a polycrystalline structure. It is observed that all films

have a (002) preferred orientation. The (002) diffraction peak for thin film prepared

using 0.4 M solution is the highest compared to other thin films which indicates that
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the film is strongly c-axis oriented. Increasing of solution concentration up to 1.0 M

however led to decreasing of (002) orientation growth in the thin films but increased

other orientations growth, namely (100), (101), (102), and (110). The increment of

the other peaks also indicates the increment of the grain boundaries density in the

thin films. The similar characteristic also reported by Y.-S. Kim et al. using

isopropanol as solvent [36]. They reported that the (002) peak intensity reduces

when the thin film is prepared at higher molar concentration up to 1.3 M.

To prepare high quality ZnO, the growth of ZnO must be oriented at its lowest

free surface energy which is (002) plane or c-axis. The growth of material at its

lowest free surface energy relieves the internal stress in the material which

improves its properties such as optical and electrical properties. The growth along

the lowest free surface energy plane also produces material close to an ideal

crystal structure and with less defects. In most of electronic device fabrication,

it is desirable since it could avoid optical scattering and enhance transparency
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Fig. 4 XRD spectra of ZnO thin films annealed at 350 and 500�C

25 30 35 40 45 50 55 60

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

2 Theta (°)

In
te

ns
ity

 (
a.

u)

0.4 M

0.6 M

0.8 M

1.0 M

Fig. 5 XRD spectra of ZnO films prepared using different precursor molar concentrations

364 M.H. Mamat and M. Rusop



properties [36]. For piezoelectric devices, the c-axis preferential thin film is impor-

tant because the largest piezoelectric coupling constant for ZnO crystals is along

the c-axis [39].The c-axis oriented films also has lower the resistivity due to

shorter carrier path length in a c-plane and reduction in the scattering of carriers

at grain boundaries and crystal defects which increase the apparent mobility of

electrons [27].

4.3 Absorption Coefficient Spectra

Absorption coefficient gives information of material light absorbance capabilities

at a certain light wavelength range at a certain thickness. It is very useful informa-

tion to investigate the material optical absorption properties which suitable for a

specific device or certain applications. For ZnOmaterials, the absorption coefficient

spectrum is studied for some electronic device applications such as ultra-violet

photoconductive sensor and dye-sensitized solar cell (DSSC). Figure 6 shows

the absorption coefficient, a of ZnO thin films as a function of the wavelength at

different annealing temperatures. The absorption coefficient has been calculated

using thin film transmittance data which is obtained from UV–Vis–NIR spectro-

photometer measurement. The value of absorption coefficient at respective light

wavelength is obtained using Lambert‘s law as shown in following equation (4):

a ¼ 1

t
ln

1

T

� �
; (4)

where t is thin film thickness and T is the transmittance spectra of thin films. It is

observed in the spectra that ZnO films exhibit low absorption in the visible and near

infra-red (NIR) range. Contrastably, they exhibit very high absorption in the ultra-

violet (UV) range. These behaviors of visible light transparency and UV light
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absorbability are beneficial for the optoelectronic and transparent electronic devices

fabrication, and UV photoconductive sensor application, respectively. The UV

absorption properties of ZnO thin films are due to its intrinsic optical band gap

energy which is to be around 3.3 eV (�370 nm). The electron will have sufficient

energy to jump from valence band to conduction band when the film is supplied

with that amount of energy or higher (�3.3 eV).

It clearly is seen in Fig. 6, the absorption coefficients of the thin films in the UV

region improve with annealing temperatures. The improvement in UV absorption

with annealing temperatures is very useful information especially in UV sensor

fabrication process. By applying annealing treatment to the thin film, perhaps, the

sensitivity or performance of the devices could be improved.

The absorption coefficient of ZnO thin films prepared at different precursor

molar concentration is shown in Fig. 7. We can see that the absorption coefficient of

the film at the UV region (<400 nm) is increased with molar concentration up to

0.8 M but reduce at 1.0 M. The increment in absorption coefficient with molar

concentration might be due to the increment of particle size of ZnO with molar

concentration or the increment of ZnO particles with molar concentration. This

factor contributes to the improvement in UV light absorption properties. The

reduction of UV light absorption properties for thin film prepared using 1.0 M

precursor molar concentration might be due to a few reasons. Firstly, it is due to the

increment of defects in the thin films as the growth along c-axis become lower at

higher molar concentration. The grain boundaries effect which scatter the light as

the ZnO growth along c-axis is reduced is also believed to be a factor in this

phenomenon.

4.4 Photoluminescence (PL) Spectra

Photoluminescence (PL) measurement, usually, is conducted to investigate a light

emission characteristic of the materials when irradiated with a light source. This
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photoluminescence property, however, only occurs if there is a radiative recombi-

nation between electron and hole which is normally found in a direct band gap

semiconductor material. The light emission wavelength is depended on energy state

difference during the recombination and thus providing some data about band gap

energy and defect states in the materials. To explain this behavior on ZnO material,

we have studied the PL properties of ZnO thin films prepared at different annealing

temperatures and different precursor molar concentration.

The PL spectra of ZnO thin films annealed at different temperatures are pre-

sented in Fig. 8. The measurement was conducted at room temperature in the region

of 350–600 nm using Xenon (Xe) lamp as a PL source with excitation of 325 nm.

There are very significant difference in PL properties of as deposited thin films and

annealed thin films. Two peaks centered at about 365 nm (3.40 eV) and 534 nm

(2.34 eV) are observed in the PL spectrum for as deposited sample. However, PL

spectra for annealed samples appear with more luminescence peaks where four

detected main peaks are located at about 363 nm (3.41 eV), 394 nm (3.14 eV),

465 nm (2.67 eV) and 534 nm (2.32 eV).

The highest peak for as deposited ZnO thin film and annealed thin film which

located at 363 and 365 nm, respectively, may be attributed to emission near band-

gap from free exciton recombination. While, for the other emission peaks are

probably originate from defect states in ZnO lattice [55]. It could be observed

from the spectra that the intensity the UV emission increase with annealing

temperature. This characteristic indicates that the crystallinity of the thin film

improve at higher annealing temperature [36]. Other researcher reported that the

increment in UV emission intensity also might be due to increment in carrier

concentration which increases the recombination reaction [25]. For the emission

peak at 394 nm or violet emission, it might be appear due to radiative defects from

the interface traps in ZnO–ZnO boundaries since they are reported to locate about

0.3 eV below the conduction band in energy state position [56]. A broad emission

peak at 465 nm or blue emission might be related to the surface defect in ZnO thin

films, while a green emission at the peak around 534 nm might be associated to the

recombination of a photogenerated hole with an electron that belongs to oxygen

deficiency in the surface and sub-surface lattices of ZnO materials [55, 57, 58].
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Figure 9 shows photoluminescence (PL) spectra of ZnO thin films on glass

substrates prepared using different precursor molar concentrations. The spectra

indicate that all films emit UV emission. It could be observed in the spectra that

UV peak intensity centered at 364 nm shows increment pattern at higher molar

concentrations. According to H.S. Kang et al., it might be due to the increment of

carrier concentration with molar concentration which contributes to the excitonic

recombination [25]. The increment of carrier concentration is due to increment of

Zn species in ZnO thin film with precursor molar concentrations. M. Dutta et al.

reported that the size of ZnO particle increase when the molar concentration

increase which increase the Zn2þ species in the ZnO thin film [59].

Visible emissions center at 392, 465 and 533 nm are significantly appear for thin

film prepared at higher precursor molar concentration which indicates the incre-

ment of defects concentration in ZnO crystal. The defects such as oxygen vacan-

cies, zinc interstitials, zinc vacancies, oxygen interstitials or oxygen antisites have

been reported to be the origin of visible light emission [34, 55]. This behavior gives

a conclusion that the thin films prepared using higher precursor molar concentration

produce higher defect concentrations.

4.5 Current–Voltage (I–V) Spectra

Electrical properties of the semiconductor thin film sometimes represent the film

uniformity, crystallinity and carrier concentration. Thus, electrical property of the

thin film is considered one of the criteria that we need to study in order to have a

quality thin film. There are a few measurement methods which we could use to

characterize the electrical properties of thin film such as Hall Effect measurement

and current–voltage (I–V) measurement. The I–V measurement is a most common

method and essential which is widely used to study electrical conductivity of

the thin film. Through I–V spectra, we can investigate the improvement or degra-

dation of thin film electrical conductivity when deposited at certain parameters.
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For instance, Fig. 10 shows Current–Voltage (I–V) measurement spectra for ZnO

thin films at different annealing temperature using gold (Au) as metal contacts. The

results shows Au gives Ohmic contact to the ZnO thin films prepared in this study.

It was found that the current intensity of the thin film at respective voltage increased

with annealing temperatures.

Figure 11 shows electrical conductivity of ZnO thin films at different annealing

temperatures calculated from I–V curve data. The result indicates the conductivity

of ZnO thin films increased with annealing temperatures up to 500�C. The result

suggested the improvement in electron mobility and electron concentration at

higher annealing temperature to increase the conductivity of the thin films. During

annealing process, rearrangement of atoms occurs to form fine crystalline structure.

Energy supplied during annealing process favors the diffusion of atoms absorbed on

the substrate and accelerates the migration of atoms to the favorable energy position

[53]. The higher the annealing temperature, the higher will be energy supplied for

the atoms rearrangement process. Thus, the crystallinity and c-axis orientation of

ZnO improved with annealing temperatures which result in enhancement of elec-

tron mobility and electron concentration.

Current–Voltage (I–V) measurement results of ZnO thin films prepared using

different precursor molar concentration are shown in Fig. 12. The results show all
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films exhibit Ohmic behavior with Au metal contact as linear I–V curve obtained

from the measurement. It could also be seen that current value at respective voltage

increased with molar concentration to show the increment of electron concentration

at higher molar concentration.

The conductivity plots of ZnO thin films as the function of precursor solution

concentrations is shown in Fig. 13. The result shows the conductivity is increased at

higher molar concentration. This may attribute from the increasing of Zn species

with higher solution concentration which increased carrier concentration in the

thin films [60]. Higher solution concentration also increased particle size in the

thin film which may increase the surface contact between particles and improve

packing density in the thin films. This resulting reduction of oxygen adsorption in

grain boundaries thus reducing carrier trapping phenomenon in the thin films to

decrease thin films resistivity with higher solution concentration. The carrier traps

could become electrically charged to create a potential energy barrier between

ZnO particles that prevent carrier to move from one particle to another, leading

in decrement in carrier mobility of ZnO thin films prepared using lower precursor

molar concentration. Moreover, improvement in surface contact between parti-

cles as a result of particle size increment with molar concentration produces
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better electron mobility in the thin films to reduce resistivity at higher molar

concentration [38].

5 Conclusion

This chapter provides an overview of the ZnO preparation and characterization,

with particular attention given to ZnO thin film properties prepared using sol-gel

spin-coating method. This preparation method is a promising technique which

offers a lot of advantages such as low cost and large scale deposition possibility.

There are many parameters in sol-gel processing which significantly affected ZnO

thin film properties. For example, there are precursor molar concentration, deposi-

tion speed, pre-heating temperature and annealing temperature which could influ-

ence the thin film characteristic. This chapter has shown the effect of annealing

temperature and precursor molar concentration on the ZnO properties including

surface morphology, crystallinity, absorption coefficient, photoluminescence and

electrical properties. Although there are many works remain to develop and opti-

mize suitable ZnO preparation process, undoubtedly, the sol-gel spin-coating will

become one of the established ZnO preparation methods in the semiconductor

industry for electronic device and transparent electrode applications.
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Superparamagnetic Nanoparticles

Boon Hoong Ong and Nisha Kumari Devaraj

Abstract Nanoscaled magnetic materials are great candidates for fundamental and

applied research. 0D, 1D and 2D magnetic nanostructures have been extensively

studied previously. One of the unique phenomena that only exists in nanoscaled

magnetic structure (below a certain critical size) is superparamagnetism. In this

chapter, various chemical synthesis methods to obtain superparamagnetic nanopar-

ticles are compared. Strategies to prevent agglomeration of nanoparticles and the

influent factors for nanoparticle synthesis are discussed. Three examples in bio-

medical application are introduced and a concluding remark for future synthesis

approaches is highlighted.

1 Introduction

Superparamagnetic nanoparticles is a unique class of magnetic materials which is

easily magnetized with an external magnetic field while not retaining remanence

(zero remanence) in the absence of the magnetic field [1]. When the size of the

magnetic nano particle decreases, thermal fluctuations can overcome its anisotropy

barrier and lead to random flipping of the magnetic moment. Thus, the nanoparti-

cles lose their stable magnetic order. The hysteresis loop of superparamagnetic

nanoparticle is shown in Fig. 1. Extensive research on superparamagnetic nanopar-

ticles has successfully demonstrated both function and performance adequacy for

biomedical applications [2, 3]. Nanosized metal oxide particles are widely used for
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biomedical applications [4]. Examples of metal oxides include iron oxide [5, 6],

cobalt oxide [7, 8], and nickel oxide [9, 10]. For biomedical applications, the

nanosized metal oxide should have size comparable to size of virus (20–500 nm),

protein (5–50 nm), and gene (2 nm wide and 10–100 nm long). Besides that, the

particle must be able to obey Coulomb’s law and can be manipulated by an external

magnetic field gradient. Large surface of the particles can be modified to attach

biological agents. Properties such as size monodispersity, magnetization stability,

non-toxicity, biocompatibility and injectability are to make sure that the particles

are not harmful and stable enough to be used in human body or in-vivo purposes.

This chapter reviews recent progress on the synthesis methods with emphasis on the

role of surfactant and also some other synthesis influent parameters. Biomedical

applications of superparamagnetic nanoparticles are highlighted at the end of this

chapter.

Fig. 1 Hysteresis loop of superparamagnetic iron oxide nanoparticle with size of 14.25 � 0.9 nm
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2 Magnetic Nanoparticles Synthesis Methods

The synthesis technique of nanoparticles is very important in determining the size

and shape of the particles, their size distribution, surface chemistry, degree of

structural defects or impurities as well as the distribution of such defects within

the particle. These factors influence the magnetic properties of the particles. This

section summarizes some of the most common methods used by researchers to

prepare magnetic nanoparticles. The advantages and disadvantages of these meth-

ods are as outlined in Table 1.

2.1 Aerosol/Vapour (Pyrolysis) Method

This method has been reported for the preparation ofmetal andmetal oxidematerials

[11]. The precursors are liquified to form aerosol/vapour which solidify through

evaporation of solvent or through heating [11, 17]. This may be followed by further

reaction with chemicals. The solids will lastly sinter to form particles [17].

2.2 Gas Deposition Method

The reactants are in gaseous form. This method is useful for the synthesis of thin

films. The gaseous species will react with each other and decompose on a substrate

surface to form continuous films at high temperatures [11].

2.3 Transferred Arc Plasma Induced Gas Phase
Condensation Method

Nagar et al. [13] reported this method for the preparation of magnetite (Fe3O4)

nanoparticles. First, plasma is initiated between the anode and cathode terminals in

a stainless steel reaction chamber, and is made to impinge on a metal iron anode.

Due to the thermal energy transferred into the anode, vapourization of the iron

anode occurs, followed by oxidation in a controlled environment. The particles are

formed through nucleation and growth and condense on the inner walls of the

chamber. The powder is obtained by scraping the chamber walls [13].

2.4 Sol-Gel Method

Oxide and oxide based-hybrids can be easily prepared using the sol-gel technique.

Hydrolysis and condensation of precursors are involved in this method. Catalysts
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Table 1 Characteristics of common magnetic nanoparticles synthesis methods

Synthesis methods Advantages Disadvantages References

Aerosol/vapour

(pyrolysis)

method

High production rate l Large aggregates are formed
l Difficult to introduce

stabilization mechanism

during synthesis process

[11, 12]

Gas deposition

method

Useful for protective coatings

and thin film deposition

Require very high

temperatures

[12]

Transferred arc

plasma induced

gas phase

condensation

method

l Nanocrystalline particles can

be produced on a large scale

(10–20 g/h)
l Reproducible and consistent

l Nanoparticles obtained are

of multiple phases. Need to

control temperature and

oxygen pressure to achieve

single phase
l Particles have wide size

distribution

[13]

Sol-gel method l Particles of desired shape

and length can be

synthesized, useful for

making hybrid nanoparticles
l Particles obtained have high

surface area

l Products usually contain sol-

gel matrix components at

their surfaces
l Only particles with sizes

<20 nm can be synthesized
l Precursors involved could be

expensive, flammable,

viscous and dangerous to

handle

[12, 14,

15]

Co-precipitation l Simple and economical
l Large quantities can be

synthesized
l Easy to tune particle

properties
l Does not require

sophisticated equipments
l Particles with high surface

area are obtained

l Without surface coating,

particles tend to agglomerate
l Difficult to obtain narrow

size distribution
l Only particles with sizes

between 5–12 nm can be

synthesized
l Final product may contain

high traces of impurities

[12, 14,

15]

Microemulsion (or

reverse micelle

synthesis)

l Particles with uniform

properties are obtained
l Size of the particles can be

modulated

l Surfactants are difficult to

remove
l Only small quantities of

nanoparticles can be

synthesized
l Extensively agglomerated

particles are generated
l Nanoparticles obtained are

poorly crystalline

[12, 16]

Polyol process l Particles with well-defined

shape and size can be

obtained by controlling the

kinetics of precipitation
l Average size can also be

adjusted by seeding the

reactive medium with

foreign particles

(heterogeneous nucleation)

l Liquid polyols usually have

high boiling points of around

200–250�C, thus increasing
cost of production as well as

raising safety concerns

[17]

(continued)
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are often added to promote hydrolysis and condensation reactions [11]. The fol-

lowing steps (Fig. 2) are entailed in the sol-gel technique [19].

2.5 Co-Precipitation

Involves mixing of multiple chemicals simultaneously under vigorous stirring.

The nanoparticles are formed through nucleation when the concentration of con-

stituent species reaches critical supersaturation. A large number of nuclei will be

formed. This will be followed almost concurrently by growth [17] and other

secondary processes such as Ostwald ripening may occur, depending on the prepa-

ration parameters [19].

Table 1 (continued)

Synthesis methods Advantages Disadvantages References

Electrochemical

synthesis

l Size can be controlled by

adjusting the

electrooxidation current

density (i) or potential (E) of
the system

l Aggregation can be

prevented by use of

surfactant
l Particles with sizes >20 nm

can be obtained
l Since it is performed in

aqueous solutions, the

particles obtained are

hydrophilic (soluble in water

and polar solvents) and their

surface can be easily

modified for biomedical

applications

l Need to adjust the distance

between the electrodes and

also the potential applied so

that the desired material can

be obtained
l Impurities from the

electrodes may be present in

the final product

[14]

Pechini (citrate

method)

l Components utilized are

easy to handle and

inexpensive
l Flexible method

l Residual carbon

contamination
l Particles obtained have

lower surface area as

compared to those obtained

by precipitation and sol-gel

methods

[15]

Gel-to-crystalline

method

l No need for calcination

treatment at higher

temperatures to produce final

product
l No expensive reactants are

required

[18]
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2.6 Microemulsion (or Reverse Micelle Synthesis)

Synthesis is achieved through confining the reactants in a restricted space (inside

micelles, formed by dissolving surfactant or polymer in a solvent). The parti-

cles stop growing when the reactants are fully consumed [11]. The particles are

stabilized by a monolayer of the surfactant [20].

Formation of stable solvated
metal precursor (the sol) occurs.

Polycondensation or polyesterification fol-
lows, whereby the viscosity of the solution in-
creases, thereby resulting in formation of the
gel (alcohol- or oxide-bridged network).

Polycondensation reaction continues until
the gel is transformed into a solid mass. This is

called the aging step or Ostwald ripening 
(phase transformation may occur) and is carried out

for more than 7 days.

The gel is then dried to remove water and
other liquids.

Normally, calcination treatment follows to
prevent rehydration of the gel. This step is

called dehydration.

This may be followed by densification and
decomposition of the gel at high temperatures.

Fig. 2 Steps involved in the

sol-gel synthesis method
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2.7 Polyol Process

Liquid polyol (such as ethylene glycol, trimethylene glycol or tetraethylene glycol)

[21] is used as the solvent for precursor solution, as the reducing agent and

sometimes as the complexing agent for metallic precursor [17]. The solution is

stirred and heated to the boiling point of polyol. Formation of intermediate phases

as well as reduction of metal ions is followed by nucleation and growth processes,

thus resulting in the generation of particles [21].

2.8 Electrochemical Synthesis

The synthesis is performed by using suitable cathode and anode materials in the

presence of an electrolyte. The particles are formed when a voltage potential and

current density are applied to the system due to electron transfer between the

electrodes and the electrolyte [14].

2.9 Pechini (Citrate Method)

This is also known as the citrate method. Synthesis is performed by combining a

metal precursor with water, citric acid and a polyhydroxyalcohol, such as ethylene

glycol. The mixture is then heated to remove the water, thus leaving behind some

viscous oil. A solid resin is obtained by heating the viscous oil to a temperature that

polymerizes the citric acid and ethylene glycol. Finally, the resin is calcined at

temperature >500�C to burn off the polymer matrix, hence resulting in porous

particles [15].

2.10 Gel-to-Crystalline Method

This method was used by Ozkaya et al. [18] to prepare Fe3O4 nanoparticles. The

synthesis is performed by adding a strong base to ferrous chloride solution to form a

metal hydroxide gel (polymeric chains forming an entangled network in which the

solvent is entrapped). Continuously in-fluxing the solvent breaks the gel network

and creates small crystalline iron oxide regions at around 100�C [18].

Physical methods such as aerosol/vapour pyrolysis and gas deposition methods

are not usually employed due to the high cost involved and sophisticated equip-

ment requirement. On the other hand, through wet chemical techniques such as

co-precipitation, water-in-oil (W/O) microemulsion (or reverse micelle synthesis),

polyol, high temperature decomposition of organic precursors, electrochemical

method and sol-gel method [17], the particle size, chemical composition,
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morphology [18] and sometimes even their shapes can be controlled by varying the

experimental parameters. In addition, chemical approach is also simpler, more

efficient, economical [12] and can produce large quantities of the final product [20].

One of the most common chemical techniques in the synthesis of magnetic

nanoparticles is co-precipitation. This method entails the addition of two types of

solutions (with different ionic charges and molar ratio, containing the salt of the

metal to be synthesized as nanoparticles) to an alkaline base under vigorous stirring

to precipitate the nanoparticles. The advantage of using this method is that the

average size of the nanoparticles can be varied by controlling the pH of the medium,

reaction temperature, molar ratio of the salts, concentration of the base, ionic

strength of the aqueous medium [22] and the reaction time [20].

However, a major weakness arising from the co-precipitation technique is the

agglomeration of the particles [23], thus resulting in a larger particle size [12] and

limited control over size distribution [22]. This is highly unacceptable in industrial

and biomedical applications as any slight diversion in the physical, magnetic or

chemical properties of the nanoparticles can adversely affect their efficacy. Mono-

dispersed nanoparticles are required for various applications because properties of

the clusters formed by agglomerated nanoparticles differ from their individual

counterparts and are also not biocompatible [24].

Several researchers have come up with different preparation methods to identify

the optimum technique that can produce magnetite nanoparticles with uniform size,

shape and chemical composition. Zhu et al. [25] used a novel method called

precipitation with forced mixing to synthesize the magnetite nanoparticles. Results

indicated that the particles synthesized via this method had sizes ranging from 6 to

13 nm with uniform distribution. Suber et al. [26] explored the synthesis of iron

oxide particles, tubes and fibrils within the pores of nanoporous polycarbonate and

alumina membranes. According to Kim et al. [27], controlled co-precipitation by

spraying the iron salts instead of dropping them through the typical pipette method

is relatively simple compared to other methods and offers good control over particle

properties.

Park et al. [28] developed a method for the ultra-large scale synthesis of

monodisperse nanoparticles. Not only does their synthesis technique enable the

production of 40 g of magnetite nanoparticles in a single batch of reaction, but it

also uses inexpensive and environmentally friendly reactants. In addition, the

particle size may be adjusted by changing the experimental parameters. Their

technique is also very economical, simple as well as general and can be repeated

for other types of transition metal oxides. In their research, metal-oleate precursors

were first prepared by reacting metal chlorides and sodium oleate. The metal-oleate

precursors were then subjected to thermal decomposition in high boiling solvent to

produce monodisperse nanoparticles. Simply by controlling the aging period and

temperature, the size of the nanoparticles could be varied. By setting up reactors in

parallel, multi-kilograms of monodisperse nanoparticles can be prepared.

On the other hand, Wang et al. [29] developed a general strategy for the

synthesis of nanocrystals. In their study, uniform noble metal nanocrystals were

produced through the reduction of noble metal ions by ethanol at a temperature of
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20–200�C under hydrothermal or atmospheric conditions. The reaction involved in

the synthesis of the nanocrystals is a liquid–solid-solution (LSS) process whereby

the reduction of the metal ions takes place at the interfaces of metal-linoleate

(solid), ethanol–linoleic acid liquid phase (liquid) and water–ethanol solutions

(solution). This LSS phase transfer and separation process can be used to produce

semiconducting, magnetic, dielectric and fluorescent nanoparticles. The prepared

nanocrystals can also be dispersed in non-polar solvents to form homogenous

colloidal solutions that usually remain stable for months.

Some of the other methods used to synthesise iron oxide nanoparticles are [30]:

1. Sonochemical decomposition of iron pentacarbonyl

2. Thermal decomposition of iron complexes followed by oxidation

Through these two methods, monodispersed nanoparticles with sizes 3–20 nm

for magnetite and 4–16 nm for maghemite were obtained by varying preparation

parameters.

However, most organometallic precursors used in some of these synthesis

processes are toxic and expensive. In addition, the decomposition temperature is

very high, typically 250–320�C. Wen et al. [31] reported the preparation of mono-

dispersed magnetite nanoparticles at a mild temperature of 74�C by using cheap and

non-toxic precursors. Their methodology overcomes the disadvantages of, and at

the same time, combines the advantages of chemical co-precipitation and thermal

decomposition methods. As such, their method is cost-effective, able to produce

monodispersed nanoparticles at a large scale, involves low synthesis temperature

and low toxicity. They utilized ferric chloride hexahydrate, ferrous chloride tetra-

hydrate and sodium oleate, which were mixed in toluene/ethanol/water mixture

solvent and were refluxed at 74�C to obtain monodispersed magnetite nanoparti-

cles. The particles were mostly well-dispersed with an average size of 4–5 nm.

However, the Ms value obtained was 23.6 emu/g, which is significantly lower than

the bulk magnetite value of 92 emu/g.

In summary, results from various literatures show that the synthesis process

determines the particle size and size distribution. This subsequently has an effect on

the magnetic property of the sample.

3 Stabilization of Magnetic Nanoparticles

There are two ways to prevent agglomeration of nanoparticles: steric stabilization

and electrostatic stabilization [32]. Steric stabilization entails coating the particles

with organic or inorganic molecules during or after the synthesis process way to

avoid the aggregation and oxidation of the particles [12]. The latter approach

involves introducing surface charges on the particles to provide electrostatic repul-

sion between the particles [32]. For this, usually the particles have to precipitated at

a pH far away from the point of zero charge (PZC) of the material so that the

adsorption of hydroxyl ions (or protons) onto the surface of the particles will be
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increased [33]. In the pH range of 5–9, stable magnetite colloidal solutions cannot

be obtained without the use of surfactants due to neutralization of the surface

charges [34].

For steric stabilization, the suitable coating material has to be chosen carefully

according to the application of the nanoparticles. For example, the coating material

has to be non-toxic and biocompatible for biomedical applications. An ideal surface

coating should fulfill the following requirements [35]:

l Should prevent the nanoparticles from aggregation during long-term storage
l Soluble in water
l Can retain functionalities of the nanomaterials
l Able to maintain biocompatibility of the particles so that they may interact with

their biological targets

Magnetic nanoparticles are usually coated with polymer molecules [12]. Petri-

Fink et al. [36] co-precipitated ferrous and ferric chloride solutions with concen-

trated ammonia and later coated the magnetite particles with polyvinyl alcohol

(PVA). Liao et al. [37] treated the surface of the co-precipitated Fe3O4 particles

with polyacrylic acid (PAA).

Agglomeration can also be prevented by adding in a suitable surfactant pre- or

post-synthesis. Kim et al. [38] utilised sodium oleate as surfactant to coat the

co-precipitated magnetite nanoparticles. Poddar et al. [39] and Horak et al. [40]

coated the Fe3O4 nanoparticles prepared by co-precipitation with oleic acid for

surface treatment and stabilization. Oleic acid is a surfactant which contains

surface charges, thus providing repulsion between the particles. On the other hand,

Morales et al. [41] stabilized their magnetite nanoparticles using oleic acid and

Pluronic1 block copolymer. There are numerous other coating materials used for

co-precipitated Fe3O4 nanoparticles by various researchers, as follows:

l Kim et al. [42] – polyoxyethylene (10) oleyl ether
l Zhang et al. [43] – poly(methacrylic acid) (PMAA)
l Urban et al. [44] – lauric acid
l Fu et al. [45] – lauric acid and decanoic acid

The particles can also be coated with starches, proteins, polyelectrolytes and

non-ionic detergents [46]. Some of the different polymers or molecules which may

be used to stabilize the nanoparticles and also for other biological applications are

as shown in Table 2 [12].

Results from these researches indicated that coating the nanoparticles did pro-

vide stabilization and was effective in preventing agglomeration and further growth

of the nanoparticles. Coated nanoparticles can be dispersed in organic solvents, thus

expanding their applications. However, coated particles tend to exhibit lower

saturation magnetization values as compared to uncoated particles [12]. In addition,

the surfactant coating on the surface of the nanoparticles has to be removed by

means of purifiers or by washing them with alcoholic solution before being used for

most applications [47]. The purity of the nanoparticles is also affected when coated

[33]. Residual surfactant remaining on the surface of the nanoparticles may also
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hinder their surface modification and the use of toxic surfactants might affect their

biocompatibility [46].

Furthermore, if nanoparticles are coated with surfactants with long hydrocarbon

chains, they become hydrophobic and cannot be dispersed in water or other polar

solvents, thus limiting their potential for biomedical applications [47]. However,

Wang et al. [47] have come up with a technique of coating the particles with bilayer

surfactants. They prepared the nanoparticles using co-precipitation method and

subsequently coated the particles with sodium oleic as the inner surfactant layer

and sodium dodecyl benzene sulfonate as the outer surfactant layer. With these

bilayer surfactants, they were able to stabilize the nanoparticles and at the same

time, obtain hydrophilic nanoparticles.

In order to protect the nanoparticles against oxidation and environmental con-

tamination, the synthesis process is usually carried out in a controlled and oxygen-

free environment by passing an inert gas, such as nitrogen or argon, through the

reaction medium.

4 Effects of Varying Synthesis Parameters

The properties of the magnetite nanoparticles synthesized via the co-precipitation

technique depend on the type of iron salts used, the pH value and the ionic strength

of the aqueous medium [12]. It is indeed interesting to investigate the effects of the

Table 2 Different coating materials and their advantages

Polymers/molecules Advantages

Polyethylene glycol (PEG) Improves the biocompatibility and blood circulation time due to

non-covalent immobilization

Dextran Stabilizes the colloidal solution (nanoparticles dispersed in

solvent) and enhances blood circulation time

Polyvinylpyrrolidone (PVP) Stabilizes the colloidal solution and enhances blood circulation

time

Fatty acids Enhances colloidal stability and provides functional carboxyl

groups

Polyvinyl alcohol (PVA) Prevents agglomeration of particles

Polyacrylic acid Enhances stability and biocompatibility of particles, aids in

bioadhesion

Polypeptides Useful for cell biology, for example cell targeting

Phosphorylcholine Stabilizes colloidal solution

Poly(D. L – lactide) Biocompatible and low cytotoxicity

Poly(N-isopropylacryl-amide)

(PolyNIPAAM)

Useful for cell separation and drug delivery

Chitosan Natural linear polymer used in agriculture, medicine, food,

biotechnology, textiles, water treatment and polymers;

Biocompatible and hydrophilic, widely used as non-viral gene

delivery system

Gelatin Natural polymer used as gelling agent, emulsifier; biocompatible

and hydrophilic
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preparation parameters on the physical, chemical and magnetic properties of the

nanoparticles. For example, Hsin et al. [48] investigated the effects of the prepara-

tion parameters such as the type of iron salt used, pH value of the solution, drying

temperature and the feeding rate of the aqueous solution of the iron salt on the

properties of the iron oxide prepared by the precipitation method. Kim et al. [48]

reported the synthesis and coating of superparamagnetic monodispersed iron oxide

nanoparticles (SPION) by the controlled co-precipitation method under different

pH and concentration of the NaOH solution.

Zhu et al. [25] meanwhile investigated the effect of varying the molar ratio of Fe2+

to Fe3+ salt solutions. Tang et al. [49] and Cheng et al. [23] used tetramethylammo-

nium hydroxide (TMAOH) as the alkaline base instead of NH4OH or NaOH. Kouassi

et al. [50] compared the difference between utilizing NH4OH and NaOH as the

alkaline base in terms of the percentage of yield of the nanoparticles. Mehta et al.

[51] and Urban et al. [44] co-precipitated FeSO4 and FeCl3 instead of the common

protocol involving ferrous and ferric chlorides. Some of the effects of varying the

synthesis parameters on the properties of the nanoparticles are as summarized below.

4.1 pH

The size decreases as pH of the reaction medium increases (medium becomes more

alkaline) and vice-versa [38]. The decrease in the size of the particles as they are

precipitated at a pH far away from PZC (point of zero charge) of materials is due to

the increased adsorption of hydroxyl (or proton ions if medium is acidic) onto the

particle surface [33]. Thus, the particles develop surface charges which causes repul-

sion, thereby preventing further growth and resulting in the decreased average size.

4.2 Reaction Temperature

The size increases as temperature increases because reaction rate is increased [20,

52] and the growth of particles is promoted at higher temperatures. The morphology

of the particles may also be altered from spherical (at 30�C) to cubic (at 90�C) [53].
Elevated reaction temperature can yield nanoparticles with crystalline structure

[40]. However, particle growth at elevated temperatures does lead to diversification

of particle sizes and wide size distribution [54].

4.3 Reaction Time

Size increases as time increases because more monomeric species are generated

[20]. As a result of increased reaction time, secondary processes such as Ostwald

ripening and agglomeration may dominate, hence increasing the average

particle size.
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4.4 Concentration of Alkaline Solution (Base)

Size increases as concentration of base is increased [38] and this is because of

higher concentration of growth species.

4.5 Molar Ratio of Fe3+/Fe2+ Salts

Varying the ratio from 1 to 2 decreases the average particle size and saturation

magnetization value [47]. Using different ratios of 1, 2, 10 and 20 further decreased

the particle size and saturation magnetization as the ratio is increased. Also,

increased oxidation of magnetite was observed as hematite peaks were detected

from the XRD profiles [27].

4.6 Type of Base

Using tetramethylammonium hydroxide (TMAOH) instead of NH4OH or NaOH

resulted in good stability for nanoparticles in dispersed solvent between pH 7 and 13

but at a lower pH of 5, the particles settled [23]. Using TMAOH as the base results the

particles being coated with hydroxide (OH�) anions, which in turn attracted the

tetramethylammonium, N(CH3)4
+ cations to form a diffuse shell around each particle,

subsequently creating repulsion between them [55]. Using NaOH resulted in higher

yield (73%) of magnetite nanoparticles compared to using NH4OH (66% yield) [51].

Utilizing urea of hydrazine as base can result in little or no impurities in the final

product, as compared to high amount of impurities by using NaOH or NH4OH [15].

4.7 Iron Salts Addition Method

Using the controlled drop method by a novel piezoelectric as compared to the

typical pipette drop method (with uncontrolled droplet sizes and drop times)

resulted in smaller particles with narrower size distribution [56]. Meanwhile, by

using the spray-coprecipitation method, magnetite peaks from XRD profiles were

better compared to the typical pipette drop method [51].

4.8 Aging Period

Size increased as the aging period increased due to Ostwald Ripening (bigger

particles growing at the expense of smaller ones) [11].
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4.9 Concentration of Fe2+ Salt

Increasing the concentration increased the particle size and saturation magnetiza-

tion values. Oxidation of magnetite was reduced [51].

By varying the materials and experimental conditions, nanoparticles with differ-

ent properties can be obtained. Therefore, by identifying the suitable preparation

parameters, the properties of the nanoparticles can be further optimized to suit the

intended applications.

5 Applications of Superparamagnetic Nanoparticles

A superparamagnetic material is characterized by zero remanence and zero

coercivity. This opens up the possibility of controlling the movement and function-

ality of the superparamagnetic nanoparticles in the body of an organism by mani-

pulating the applied external field. Thus, these particles are being considered for

biomedical applications, namely:

l Contrast enhancement agent for Magnetic Resonance Imaging (MRI)
l Hyperthermia agents
l Site-specific drug delivery

5.1 Contrast Enhancement Agent for Magnetic Resonance
Imaging (MRI)

Magnetic Resonance Imaging (MRI) is a diagnostic technique used to image

various organs and tissues in the human body to detect various kinds of malignant

tumours and diseases. In this method, a pulse of radio frequency will hit the

hydrogen protons in molecules of water and the change in their magnetization is

measured. Different tissues will have different proton reactions, thus producing

pictures of anatomical structures [57]. The presence of magnetic nanoparticles in

body tissues has enabled larger signals to be obtained from an MRI scanner [57].

The nanoparticles used are usually coated with dextran, polyethylene glycol (PEG),

polyvinyl alcohol (PVA) and polysaccharide to provide colloidal stability and

biocompatibility [58].

However, the reliability of magnetic nanoparticles as contrast agents for MRI is

predominantly influenced by their sizes. Nanoparticles with size of 30 nm can be

collected by the lymph nodes while those below 10 nm aren’t easily recognizable.

Smaller particles can last longer in the body before being collected by the reticulo-

endothelial cells [59]. In general, to image different parts of the body, different

sized nanoparticles are needed [58]:
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l Liver and spleen imaging – �150 nm
l Lymph node imaging – �30 nm
l Cancer imaging – 80–150 nm
l Macrophage imaging – 15–30 nm

Two examples of superparamagnetic magnetite nanoparticles currently on the

market are Endorem1 (magnetite particles with 150 nm diameter) and Lumirem1

(silicon-coated iron oxide nanoparticles with 300 nm diameter) [57]. These contrast

agents are being used for spleen and liver disease detection and for gastro-intestinal

tract imaging, respectively. Sinerem1, another brand of magnetite particles with a

diameter of 30 nm, is being utilized for tumour detection [57].

5.2 Hyperthermia Agents

Hyperthermia is a technique where tumours or other growths are destroyed by high

temperature of the affected body part. Cancer cells are normally killed at tempera-

tures above 41–42�C [17]. Superparamagnetic nanoparticles can be injected into

the affected body part and controlled with an alternating magnetic field. The applied

magnetic field will induce currents in the particles, thereby producing heat [57].

The amount of heat produced is directly proportional to the particle size and is also

influenced by its shape. The heat produced is usually sufficient to kill tumour cells

[57]. However, the level of heating must be below the material’s Curie temperature

so that their magnetic properties are not affected.

For hyperthermia applications, the nanoparticles are usually coated with

biological molecules such as folic acid to increase their uptake by cancer cells.

The frequency of the alternating magnetic field should be in between 100 and

1,000 kHz to avoid adverse effects to healthy cells in the body [17]. The optimal

size of the particle appears to be between 20 and 50 nm for heating applications [54].

5.3 Site-Specific Drug Delivery

The use of chemotherapy in conventional cancer treatment has resulted in the

destruction of relatively healthy surrounding cells due to lack of site-target speci-

ficity and sensitivity in detecting and attacking cancerous cells [59]. Also, high

doses of chemicals are needed to produce the desired effect [17]. These drawbacks

can be overcome by using magnetic nanoparticles with drugs or antibodies attached

to them. The illustration of this hypothetical concept is given in Fig. 3. Magnetic

nanoparticles with drugs attached to them are injected into the bloodstream and are

attracted into tissues by an external magnetic field [60]. The medication can then be

released locally. This allows the reduction in the dosage of the medication and also

minimizes any adverse effects to surrounding healthy cells.
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The surface of the nanoparticles is commonly functionalized with genetic

materials, drugs and proteins [46]. Some of the related key issues to be considered

are the particle size, surface property and strength of drug-to-particle binding [17].

In summary, for biomedical applications, the nanoparticles must have the fol-

lowing characteristics [17, 46]:

l Must be made of non-toxic and non-immunogenic materials
l Size must be small enough so that it may remain in circulation after being

injected into the body and also to pass through the capillary systems of various

organs and tissues
l Must have high magnetization in order for the movement to be controlled by a

magnetic field and be immobilized close to the affected tissue or area
l Must be superparamagnetic at room temperature to prevent their agglomeration

within the body and subsequently, avoid possible blockage of blood vessels
l Must be stable in water at neutral pH and physiological conditions

6 Conclusion

In this chapter, we have reviewed and compared various synthesis methods to

fabricate superparamagnetic nanoparticles. Issues such as size control, and stability

are also discussed. In order to make it more reliable and environmental friendly, this

dimension-dependent material needs precise synthetic chemistry, including rational

synthetic strategies, functional performance, and green chemistry principles as

proposed by Peng [61]. In the future, the design-by-purpose approaches will domi-

nate the synthesis of functional superparamagnetic nanoparticles based on their

niche applications.

Fig. 3 A hypothetical diagram depicting a site-specific drug delivery system [60]. (Figure 3 is

taken from [60])
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Ammonia Synthesis

Noorhana Yahya, Poppy Puspitasari, Krzysztof Koziol, and Pavia Guiseppe

Abstract Ammonia production is a very energy- and capital-intensive industry as

it requires high temperature (400–500�C) and also high pressure (150–300 bar) for

its daily operations. Two moles of ammonia are obtained by reacting one mole of

nitrogen and three moles of hydrogen gases in the presence of conventional catalyst

which is magnetite. The process to produce ammonia is known as Haber–Bosch

process which was developed and patented by Fritz Haber and Carl Bosch in 1916.

Since then more work on ammonia production was carried out with the aim to

obtain higher ammonia yield. Catalytic reaction giving emphasis on types of

catalysts was reviewed in this chapter. Different catalysts synthesis methods and

their characterisations were also reviewed A variety of microreactors were pro-

posed by different authors and some patent fillings have been described. A new

method to synthesize ammonia at room temperature and ambient pressure were

described. The reaction was done in 1 T magnetic field. This work offers the

ammonia producers a potential contender in the market place.

1 Introduction

Ammonia is a very important feedstock for urea synthesis which is an important

ingredient as a fertilizer. The ammonia synthesis discovery is marked as an impor-

tant discovery due to our ability to synthesize synthetic fertilizer. Due to the
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importance of ammonia particularly as a fertilizer in the agriculture industry, the

production rate has been extensively increased each year. Large-scaled ammonia

production plants exists world widely. Table 1 shows the ammonia production for

some Asian countries in years 2003–2007 [1].

Based on Fig. 1, ammonia-based fertilizers have been seen as the key factor in

developing and promoting agriculture. In Malaysia, two ammonia production plants

were built located at Gurun, Kedah, PETRONAS Fertilizer (Kedah) Sdn. Bhd.

(PFK) and at Kerteh, Terengganu, PETRONAS Ammonia Sdn. Bhd. (PASB).

2 Ammonia Synthesis

Ammonia is a molecule comprising of one nitrogen atom and three hydrogen atoms

with chemical formula of NH3. It is a very energy and capital intensive industry.

Ammonia can be produced by reacting hydrogen and nitrogen gasses in high

temperature and high pressure environment in the presence of iron catalysts.

Fritz Haber and Carl Bosch made the first commercial high-pressure synthesis of

ammonia.

Table 1 Ammonia production in some Asian countries [1]

(Thousand metric tons contains nitrogen)

Country 2003 2004 2005 2006 2007

Malaysia 910 843 920 950 960

India 10,048 10,718 10,800 10,900 11,000

Indonesia 4,250 4,120 4,400 4,300 4,400

Iran 1,115 1,088 1,020 1,020 2,000

Japan 1,061 1,101 1,083 1,091 1,090

Pakistan 2,357 2,114 2,114 2,200 2,250

Saudi Arabia 1,743 1,726 1,780 2,000 2,600
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2.1 Catalytic Reaction

Activation of catalyst is an initial process that has to be performed before the

reaction takes place. It involves the reduction of catalyst from metal oxide to

metallic state in hydrogen as the reducing gas. The purpose of reduction is to

eliminate oxygen in order to allow the electron pairing or sharing between the

reactant atoms and partially filled d-orbital of a reduced metal. The overall chemi-

cal reaction is as follows [2]:

Fe3O4 þ 4H2 ! 3Feþ 4H2O (1)

The mechanism of reduction involves two main processes which occur sepa-

rately. The first process is generation of reducing electrons via a reaction of

hydrogen and oxygen, and followed by the transfer of these electrons to the species

to be reduced. This process will continuously occur until the metallic state of

catalyst is formed. The mechanism is illustrated as follows [2]:

O2� þ H2 ! H2Oþ 2electrons (2)

Fe3O4 þ Fe2þ þ 2electrons ! 4FeO (3)

2.1.1 Adsorption Process

Adsorption process in ammonia synthesis is an essential process where the reactant

molecules in this case the hydrogen and nitrogen gasses adhere to the surface of the

metal catalyst. It is categorized into two parts which are physical (physisorption)

and chemical (chemisorption). When these reactant gases are flowed in the reaction

medium, they will be firstly adsorbed to the metal surfaces by physisorption. At this

stage, it involves a Van der Waals interaction between the reactants and metal

surfaces. The enthalpy change due to adsorption (DHads) is 5–50 kJ/mole [3]. This

enthalpy change is insufficient for the bond breaking to occur. Hence physisorbed

molecules are retained. Multilayer adsorption would then occur. Multilayer adsorp-

tion is a phenomenon where the adsorption surface allows more than one layer of

molecules. It should be noted that not all adsorbed molecules are in direct contact

with the surface of the metal. Because of this, the chemisorption is performed to

initiate the dissociation of molecules so that the next process can be completed.

Figure 2 reveals the chemisorption mechanism on the iron metal surface [3, 4].

Chemical adsorption is a process of sharing or exchanging electrons between the

reactants and the partially occupied d-orbital of iron forming chemical bond. The

chemisorption enthalpy is 50–500 kJ/mole which is greater than for physisorption

[4].Theoretically when the nitrogen molecules are chemically adsorb, the triple

bond which ties two nitrogen atoms together is favoured to donate their electron to
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the partially occupied d-orbital of iron metal. This is usually referred as sigma (s)
donation which forms a strong chemical bond which resulting in shorter distance

between the adsorb nitrogen molecules and iron metal surfaces. Iron metal has four

unpaired electron (d6) in d-orbital and needs four additional electrons to be stabi-

lized. Because of this, the excess electron will be donated back to the empty pie (p*)
orbital’s of nitrogen molecules. This process is known as p-back donation. In

consequence, the N�N bond is lengthened and weakens. Thus, the nitrogen mole-

cules will be torn apart or rather separated and fragmented on the iron metal surface

to form monolayer adsorption. At this stage, all the adsorbed atoms are in contact

with the surface layer of the adsorbent [3, 4]. Figure 3 shows the mechanism of

migration process occurs on the iron metal surfaces.

The migration process involves the movement of chemisorbed single atoms and

reacts among each others to form the product in this case ammonia. It happens

because the bonding between chemisorbed molecules and the iron metal surfaces

provide thermodynamic driving force for the release of atoms so that the migration

can be accomplished [5].

2.1.2 Desorption

Figure 4 shows how the mechanism of desorption process occurs on the iron metal

surfaces.

Fig. 3 Mechanism of

migration on the iron metal

surface

Fig. 2 Mechanism of

chemisorption on the iron

metal surface
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When the product is formed, the intermediate strength of surface bonds allow

desorption of products (NH3). It leaves free active sites for the incoming hydrogen

and nitrogen reactants molecules to be adsorbed and react on the iron metal

surfaces. Using nanosize catalyst is attractive due to its high surface area leading

to its active site for physi- and chemi-sorption process.

Understanding of adsorption and desorption process is utmost important for

catalytic reaction from the viewpoint of fundamental science in the ammonia

production. It should be noted that the first commercial ammonia plant was built

in Oppau, Germany and has the production capacity of 30 tons/day [6]. This plant

was set up by a German chemical giant, Badashe Analine and Soda Fabrils (BASF).

3 Catalyst for Ammonia Synthesis

This part reviews types of catalysts for ammonia synthesis by several authors.

Traditionally and conventionally magnetite (Fe3O4) is used as catalyst for ammonia

synthesis. The magnetite is promoted with oxides which are not likely to be

reduced. Typically the promoters are aluminium, potassium and calcium [7]. In

short, magnetite is known as a precursor due to the easy cation substitution of Al3+

for Fe3+, hence homogeneous distribution of aluminium in solid can be obtained [8].

Recently wustite was proposed as a new precursor for industrial processes (ammonia

synthesis catalyst) [9]. It was reported that higher quantity (30% of yield) of

ammonia was synthesized using wustite as catalyst, compared to magnetite. Higher

efficiency of Fe surface sites on the calcium oxide was able to stabilize wustite

structure down to room temperature. It was also reported that wustite seems to be

favourable to magnetite due to its ability to be reduced while thermoresistancy and

mechanical strength are fully retained [9].

Based on the extensive kinetic studies done by several research groups in the

past decades, ruthenium-based catalyst has been a promising candidate to replace

magnetite for ammonia synthesis. The ruthenium-based catalyst is favoured owing

to its long term stability and activity. It is also able to produce high ammonia yield

in low pressure and low temperature conditions [10]. Mesoporous Ru/MgO catalyst

prepared by sol gel method for ammonia synthesis was also studied [11]. It was

found that specific surface area and metal dispersion were increased when increas-

ing Ru carbonyl complex concentration. Highest ammonia formation rate was

Fig. 4 Mechanism of

desorption on the iron metal

surface
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consequently observed on magnesia supported ruthenium Ru/MgO (Ru: 7.1 wt.%)

with high surface (290 m2/g) [11]. Ruthenium promoted by potassium metal has

been proposed as a very active catalyst for non conventional ammonia synthesis

which may be performed under atmospheric pressure [12]. Ruthenium supported on

g-Al2O3 which was modified with KOH was tested as ammonia synthesis catalyst

under atmospheric pressure. Ruthenium derived from Ru3(CO)12 exhibited up

to five times higher productivity then the corresponding RuCl3 precursors. It was

found that the highest hourly productivity of ammonia was obtained with 8%

Ru/Al2O3–KOH at 623 K and atmospheric pressure [13]. High ammonia yield

approximately 40–50% was successfully produced using Ru/C catalyst. The pres-

sure and temperature conditions are 370–400�C and 50–100 atm respectively. The

extremely high cost of ruthenium is the major drawback [14]. On top of the price of

ruthenium, it was reported that carbon tends to react with H2 to produce methane,

(CH4) during the catalytic activity [15]. It is well known that at different tempera-

tures both iron and ruthenium are good catalysts for ammonia synthesis. Mutual

influence in various proportions on the two active catalysts; ruthenium and iron was

reported. It was observed that though ruthenium is very active at optimum temper-

ature (573–623 K), the presence of iron had resulted in very low activity, indicating

negative synergism of iron and ruthenium [16]. Ammonia synthesis over Ru/C

catalysts with different carbon supports namely activated carbon fiber (ACF),

activated carbon (AC), and carbon molecular sieve (CMS) was studied. The

ammonia synthesis was done in 350–450�C and 3.0 MPa in a microreactor. It

was found that Ru – Ba/ACF gave the highest turnover-frequency (TOF) value

(0.089 s�1) which is due to high purity and electronic conductivity of ACF [17].

Structure sensitivity of ruthenium catalysts supported on the graphitised carbon was

also done. Ammonia synthesis studies have revealed that the reaction rates (400�C,
63 bar, 8.5% NH3 or 400

�C, 90 bar, 11.5% NH3) expressed in terms of TOF had

increased versus particle size regardless of the type of promoter [14].

Recently, a new type of nanocatalyst, namely Mn0.8Zn0.2Fe2O4 was proposed by

Yahya et al. [18]. The catalyst was synthesis using sol gel method and was reacted

under electromagnetic (EM) induction. The ammonia yield was found to be high

due to the synergism of Mn, and Fe metal (which was reduced in hydrogen gas) and

the EM induction.

Besides catalysts there are also two other parameters that could assist in the

ammonia yield which are given as follows:

1. Promoter

2. Support

It is well known that metal crystallites especially in nanoscale range have high

surface area as well as surface energy. Thus, the agglomeration is favoured to

overcome these side effects which eventually lead to the formation of bigger

crystallite size. The catalytic activity would occur infrequently due to less surface

area available for the reactants to be adsorbed a process which was described in

Sect. 2.1.1. In order to ensure the catalyst works efficiently, small amount of

chemical additive or promoter is often introduced. This promoter usually comes

with two categories which are textural or physical and electronic.
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One of the best solutions to prevent agglomeration problem is by attaching metal

crystallites on the carrier or supporter. Carrier which possesses great features such

as excellent thermal stability and high surface area; is highly required. Alumina,

g-Al2O3 is known as typical carrier for ammonia synthesis catalyst. It has high

surface area (100–300 m2/g) and also capable to withstand at higher temperature

environment. Moreover, higher degree of dispersion of metal crystallites on carrier

is also desired which could induce the catalytic activity. This can be accomplished

via the synthesis approach [19].

Electronic promoter is another vital component for catalyst. It is usually doped

in relatively small amount. However, excessive doping may inhibit the catalytic

activity as it can largely cover the surface of metal crystallites. Potash or potassium

hydroxide, KOH is an example of promoter for ammonia synthesis catalyst. Potas-

sium, K+ behaves as electron donor who donates it electrons directly into d-orbital

of iron. The continuous donation will create a high electron density region of iron.

Unfortunately, this phenomenon will lead to the destabilization of iron. Thus, the

surplus electrons will be than transferred to the p antibonding orbitals (p*) in

nitrogen molecules. The occupation of antibonding orbital makes the N�N elon-

gate and weaker. As a consequence, the N�N bond cleavage is accelerated [20, 21].

The catalysts and supported/unsupported used in ammonia synthesis are sum-

marized as follows (Table 2):

Table 2 Type of catalyst for ammonia synthesis

Catalysts/Ref. Support Yield NH3 Temperature Pressure

Ruthenium [14] Graphitised

Carbon

8.5% 400�C 63 bar

Ruthenium [14] Graphitised

Carbon

11.5% 400�C 90 bar

Ruthenium [13] Active carbon 40–50% 370–400�C 50–100 atm

Ruthenium – Iron

[16]

Active carbon 15 mol

NH3/hr/g.cat

623 K Atmospheric

pressure

Ruthenium [17] Barium Nil 350–450�C 3.0 MPa

Ruthenium [22] Barium

hexaaluminate

(BHA)

5,426 mmol

NH3/hr/g.cat

653 K 1.1 MPa

Ruthenium [23] CNT and MgO 4,453 mol

NH3/hr/g.cat

673 K 0.2 MPa

NH4ReO4/Al2O3

[24]

Rhenium 0.2 mol

NH3/hr/g.cat

873 K 3 MPa

Iron cobalt [25] Carbon 7.0 mmol/g/s 673 K 10 bar

Molybdenum

Nitride [26]

KNO3 or CsNO3 15.0 mmol

NH3/hr/g.cat

673 K 3.1 MPa

K-C-Fe [27] Al2O3 0.48% vol 350�C Atmospheric

pressure

Wustite A301 [28] Al2O3 27% vol 425�C 15 MPa

Polyacrylonitrile

(PAN) [29]

Active carbon 0.98% vol 673 K Atmospheric

pressure

Mn0.8Zn0.2Fe2O4

[18]

MWCNT 24.9% 28�C Atmospheric

pressure

Mn0.8Zn0.2Fe2O4 Nil 46% 28�C Atmospheric

pressure
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3.1 Synthesis and Characterization of Catalysts

There are different types of synthesis methods on catalyst for ammonia production.

Generally, there is a growing need to produce nanosized catalyst for the synthesis of

ammonia. The synthesis methods are as stated below [30–34]:

1. Sol gel

2. Co-Precipitation

3. Hydrothermal

This part describes on the Mn0.8Zn0.2Fe2O4 catalysts which was synthesized

using sol gel method. Phase, morphology and elemental analysis are crucial for

us to understand and relate with the catalytic activities. A representative of single

phase for Mn0.8Zn0.2Fe2O4 is characterized by X-Ray Diffraction (XRD) and the

morphology is characterized by Field Emission Electron Scanning Microscope

(FESEM) and Transmission Electron Microscope (TEM). Table 3 shows the

samples name for Mn0.8Zn0.2Fe2O4 sintered at three different temperatures.

X-ray diffraction (XRD) analysis was done for all the samples (Table 3)

using Philips X-Ray Diffractometer having CuKa, with l = 1.5418 Å. The

scanning angles (y) were performed from 10� to 80� and the speed of the

counter was 0.02�/2y per min. The X-Ray Diffraction (XRD) patterns are

shown in Fig. 5 for sol gel technique after annealing 700, 800, and 900�C for

4 h. The unit cell size and geometry were resolved from the angular positions of

the diffraction peaks, whereas arrangement of atoms within the unit cell is

associated with the relative intensities of these peaks. The pattern shows the

evolution of crystallization of manganese zinc ferrite powders with the increas-

ing annealing temperature. The highest peak intensity is observed for (311)

plane at 2Ø which corresponds to the MnFe2O4 [30]. This signified that

the annealing process had caused the atom to move form its own lattice

completely. It is also speculated that Zn2+ ions had occupied the tetrahedral

site, Mn2+ ions occupied the octahedral site and the Fe3+ ions were distributed

over both sites [30]. Powder sintered at 700�C shows a mixture of hematite and

ferrite phase.

Table 4 shows the XRD analysis identifies the value of full width half maximum

(FWHM), d-spacing and crystallite size for the (311) plane. Scherer equation is

used to determine the diameter of manganese zinc ferrite nano-particles by using

XRD results.

Table 3 Sample name for Mn0.8Zn0.2Fe2O4 sintered at five

different temperatures

Material Sample name

Mn0.2Zn0.8Fe2O4 sintered at 700�C 700 SG

Mn0.2Zn0.8Fe2O4 sintered at 800�C 800 SG

Mn0.2Zn0.8Fe2O4 sintered at 900�C 900 SG
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The Scherer equation is:

D ¼ Kl
b cos y

(4)

where K ¼ 0.9, l ¼ wavelength, b ¼ FWHM 2y (Full width half maximum) and

y ¼ maximum peak.

The FWHM values at 700, 800 and 900�C are 0.4, 0.3, 0.2, respectively. Hence,

the crystallite size is increase while the value of FWHM is decrease. Referring to a,

b, c values, all samples exhibit cubic structure since a ¼ b ¼ c.

Figure 6a describes nanofiber-like Mn0.8Zn0.2Fe2O4. The diameter of the rods is

in the range of 62–72 nm. The Mn0.8Zn0.2Fe2O4 samples sintered at 800 and 900�C
exhibit spherical-like morphologies (Fig. 6b, c) in particular are very unique, and

would be an added advantage during reaction due to its large surface area.

Activation of catalyst for ammonia synthesis is an initial process before reaction

process begins. This process requires reduction of catalysts from magnetite (Fe3O4)

Fig. 5 X-Ray diffraction pattern for Mn0.2Zn0.8Fe2O4 annealed at 700, 800, and 900�C for 4 h

Table 4 Intensity, FWHM, d-spacing, crystallite size of Mn0.8Zn0.2Fe2O4 prepared using the sol

gel technique, sintered at 700, 800, and 900�C for 4 h

Samples X-ray diffraction (correspond to [311] peaks)

FWHM d-spacing

(Å)

Crystallite

size (nm)

a b c

700 SG 0.4 2.7 28.8 8.4915 8.4915 8.4915

800 SG 0.3 2.7 31.2 8.4915 8.4915 8.4915

900 SG 0.2 2.7 37.2 8.3820 8.3820 8.3820
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to hematite (Fe2O3) and finally to wustite (FeO) before it was reduced to metal iron,

in the ammonia synthesis process. The reducing gas is hydrogen. The reduction of

metal oxide is done to eliminate oxygen gas to allow the electron pairing between

the reactant atoms and partially filled d-orbital of the reduced metal, in this case

iron. The overall chemical reaction is as follows [31]:

Fe3O4 þ 4H2 ! 3Feþ 4H2O (5)

A comparative behaviour of Fe2O3, ZnO and ZnFe2O4 by TPR technique was

done [35]. It was found that ZnFe2O4 is easier to be reduced comparing to its

counterpart Fe2O3. When ZnFe2O4 is reduced by hydrogen gas in TPR, three

reduction peaks which correspond to Fe3O4, FeO, and Fe kinetics of reduction

was also done on supported nanoparticles, silica-zirconia of iron oxide. It was found

that two well defined and narrow temperature programmed reduction (TPR) peaks

were observed. It was:

Fe2O3 ! FeO (6)

Fig. 6 FESEM morphology of Mn0.8Zn0.2Fe2O4 at different sintering temperature (a) 700�C,
(b) 800�C and (c) 900�C
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ðIÞ Fe2O3 ! Fe 400�Cð Þ (7)

ðIIÞ FeO ! Fe 800� 900�Cð Þ (8)

The temperature of the second-step-peak increased with the zirconia content in

the support due to the strong interaction of the iron oxide with the zirconia support,

hence very high activation energy values were observed [32]. The disproportion-

ation reaction wustite , magnetite þ iron, makes simple wustite reduction FeO ! Fe

a much more complicated process. In the case of thermodynamically forced FeO

disproportionation, the closed packed cubic network of the oxygen sub-lattice does

not change during wustite to magnetite transformation. However, the metallic iron

phase formation requires temperature activated diffusion of iron atom into the

hematite into the iron metallic phase, which can occur at 380�C [33]. MnZnFe2O4

was synthesized as a new type of catalyst to produce ammonia [18]. The catalysts

were reduced in hydrogen and TPR results are presented below (Fig. 7).

TPR experiment was conducted for Mn0.8Zn0.2Fe2O4 (Fig. 7). Experiment was

carried out at a heating rate of 5�C/min. The reactive gas composition is hydrogen

(5 vol%) in nitrogen. The flow rate was fixed at 20 ccm/min. The total reactive gas

consumption during TPR analysis was measured. The TPR measurement was

carried out following activation after cooling the sample in nitrogen flow to 40�C.
Sample was then held at 1,000�C for 10 min. The TPR experiment was performed at

temperature 800�C.
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Fig. 7 Temperature program reduction (TPR) profile for Mn0.2Zn0.8Fe2O4 annealed at 700�C
for 4 h
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Referring to Fig. 7, the first reduction occurs at 273�C for Fe2O3 to Fe3O4. It has

been reported that the reduction for Fe2O3 to Fe3O4 happened at 350
�C [33]. Other

researchers found that it occurred at 370�C [36]. The second reduction peak for

Mn0.8Zn0.2Fe2O4 is at 463
�C. It can be speculated as reduction peak to MnO and

FeO. It was reported that the second reduction peak occurred at 500–600�C and at

540�C ferrite will reduce into FeO and MnO [37]. The third reduction peak is at

736�C which is the reduction temperature for oxide to the metallic state. It was

reported that above 613�C the metallic iron was formed [34]. On the other hand

other researchers reported the full reduction happened at above 650�C [37].

Mn0.8Zn0.2Fe2O4 needs less energy activation to reduce to Mn and Fe metallic

because the present of Mn that facilitates the reduction of Fe2O3 [34, 36, 37].

Table 5 shows that the temperature at 463 and 650�C, percentage of hydrogen

consumption was at 33.78% and 32.95%, respectively. While, at temperature above

1,000�C, it was expected that all reduction process are completed with 0.66%

hydrogen consumed.

4 Microreactor

Studies on chemical reactors in a smaller scale have recently shown an increased

interest due to its smallness, safety and energy efficiency [38, 39]. The microreac-

tors have several advantages compared to the larger scale reactors. The large

surface to volume ratio by a few orders of magnitude comparing to the industrial

reactors is able to enhance heat or mass transfer. Several studies have been

conducted to develop microreactors for chemical-catalytic reactions. Microreactor

technology (MRT) was reviewed in context of discovery, development and com-

mercialization of catalytic systems [39]. Issues relating to mathematical modelling

of microreactor using fundamental principles transport-kinetic equations which are

related to mass, heat, species, momentums kinetics, etc. and the appropriate bound-

ary conditions for a specific application were proposed. Development of a

structured aluminium-anodized alumina microreactor that exhibits high catalytic

activity for decomposition of anhydrous ammonia to nitrogen and hydrogen gas

was done [40]. Ammonia conversion of 99% at 600�C in a volume of 0.35 cm3 was

obtained using enhanced surface area of the anodized aluminum support [41].

A microreactor with induced electromagnetic field was designed and developed

Table 5 Data TPR for Mn0.8Zn0.2Fe2O4 sintered at 700�C
Temperature (�C) % Hydrogen mVs mmol/g

273 13.23 720003.28 625.33194

463 33.78 1837875.24 1596.21780

650 32.95 1792831.35 1557.09670

736 18.77 1021295.31 887.00787

1007 0.66 36108.31 31.36052
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for the ammonia synthesis [18]. Figure 8 shows ammonia yield was attributed to the

MnFe2O4 nanocatalyst which was performed by using Helmholtz coil to align spins

of the catalysts this method has produced ammonia gas when reaction was done in

EM field (produced by Helmholtz coil). Specific microreactor for ammonia synthe-

sis has been built by a group of researcher in Republic of Korea. They had used an

integrated microammonia analysis system (IMAAS) with microreactor for their

analysis on the reaction. Their project involves the microreactor with a size of

5 � 5 cm and thickness of 1 mm and it was fabricated using typical and simple

microelectromechanical systems (MEMS). This resulted in an increasing tempera-

ture from 308 to 318 K for the reaction rates in their experiment. The reaction of this

318 K in temperature was complete in less than 1 min. Reaction rates also increased

with ammonia concentration from 4.1 to 33.0 ppm [42]. There are many designs for

microreactor have been proposed. Figure 9 shows the Y-Shape Microreactor which

was connected to Helmholtz coil as displayed at Fig. 8.

Design and fabrication of reactor are done using AUTOCAD 3D (Fig. 10) and

AUTOCAD 2D (Fig. 11). It should be noted that prior to this, studies on heating

element and pressure relating to temperature and volume were initiated. An accu-

rate control on temperature, pressure and the magnetic induction using current and

voltage was done. Subsequently, fabrication of the chamber which has a heating

element, two inlets and one outlet, a pressure gauge, and a magnetizer was done.

The prototype was fabricated and shown in Fig. 12.

Fig. 8 Helmholtz coil and

ammonia microreactor

connected [18]
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This part discusses on the microreactor which was designed at Universiti

Teknologi PETRONAS and the catalytic reaction which was also conducted

in-house. The catalysts were reacted in a chamber. Hydrogen gas was flowed to

Fig. 9 Y-Shape ammonia microreactor [43]

Fig. 10 Ammonia microreactor [44]
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ensure that the ferrites based catalyst is reduced. After 1 h of running the hydrogen

gas, the magnetizer was activated to magnetize the catalysts. Nitrogen gas was

subsequently flowed for about 2 h. The product was collected in a glass beaker filled

with 0.1 M HCl to react with the NH4OH (ammonia hydroxide) according to the

Kjeldahl Method [45, 46]. Prior to this, TPR studies were done to understand the

reduction profile of the MnZn Fe2O4 catalyst.

Figure 13 shows that ammonia yield (24%) has been obtain by using nanocata-

lyst Mn0.8Zn0.2Fe2O4 synthesized by sol gel method.

4.1 Ammonia Production Patents

In this part we discuss on the ammonia production patent that was filed (in United

States). In particular, several studies on reactor for ammonia synthesis have been

Fig. 11 Design of the ammonia reactor using AUTOCAD (2D) software

Fig. 12 Ammonia synthesis

reactor with magnetic

induction
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patented (Table 6). The first US patent for ammonia production was made by

Haber and Bosch, U.S patent 1202995 [47] back in 1916. Since then, more patents

of ammonia synthesis have been filed. One of the patents was been made by

Wright et al. [47] (U.S patent 3721532). He invented a system of apparatus and

process for synthesizing ammonia which includes first and second catalytic syn-

thesis. The system has converters with heat exchanger interposed and operatively

connected to the inlet and outlet of one converter. The inlet of the other converter

permits a feed gas stream to be passed into the heat exchanger. The heat exchanger

is connected to a partially synthesized gas stream passing from the outlet of the

first converter. There was also a support platform for the converters and the heat

exchanger. This process needs pressure range of 1,440–4,550 psig and temperature

range of 400–1,100F. Rosa [48] (U.S patent 4107277) filed another patent that

described the improvement of production of ammonia which employs high pres-

sure electrolyzer to produce hydrogen. This invention claimed that the ammonia

synthesis was done by eliminating mechanical compressor. It also utilizes the

product of high pressure oxygen for refrigeration purposes needed in the process

and combines hydrogen and nitrogen in a high pressure reactor. Meanwhile, the

steam formed in the cooling of the reactor was used to generate electricity to

activate the electrolyzer to produce hydrogen and oxygen. The pressure employed

for this process was 200 atm and the temperature range is 80–360 K. Another U.S

patent (US 4148866) that introduced low energy synthesis process for producing

ammonia [49]. One aspect worth to mention is that the ammonia synthesis has

been carried out at low pressures between 20 and 100 atmospheres. The ammonia

in the effluent was then recovered by scrubbing with water absorption system

to form water–ammonia mixture. The recovery of the ammonia from the water–

ammonia mixture was done by distillation using the heat recovered from the raw

synthesis gas. Ammonia product was refrigerated in an ammonia absorption

system and the same distillation system was used to reconstitute the absorbent

Fig. 13 Reaction rate of ammonia yield with magnetic induction
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and to purify the ammonia for both the water absorption system and the refrigera-

tion system, respectively. Shires et al. (U.S patent 4479925) describes ammonia

synthesis which was produced by natural gas nitrogen and hydrogen. These gases

were feed and steam to an endothermic catalytic conversion zone operated under

primary reforming conditions to produce primary reformed gas [50]. This condi-

tion was then introduced with air to an adiabatic, catalytic conversion zone

operated under autothermal steam reforming conditions to produce raw and hot,

ammonia gas. In turn, it was passed to the endothermic catalytic conversion zone

in an indirect heat exchanger. This process needs high temperature condition from

700 to 900�C and low pressure from 25 to 50 bars. Since the ammonia plant

produces ammonia from raw gas, industrial plant is facing another problem on

removing various gases from its mixtures. A study of adsorption properties of

gases that involved over a narrow range of raw gas composition has been filed

[51]. The content of medium boiling point gases, especially nitrogen, was in

balance with the contents of hydrogen and carbon dioxide. Hydrogen and

nitrogen are needed to produce ammonia gas at high percentage hydrogen

recovery without excessive adsorption bed volume and with little or without

Table 6 Summarize of ammonia production patents

Patent

filling

Title of invention Short summary Ref.

3721532 Ammonia synthesis

system

A system of apparatus and process for synthesizing

ammonia, which includes first and second catalytic

synthesis converter and heat exchanger. Pressure

condition = 1,440–4,550 psig, temperature

condition = 400–1,100F

[47]

4107277 Process for production

of ammonia

Production of ammonia by the synthesis of hydrogen and

nitrogen employs a high pressure electrolyzer and

eliminate the main compressor. Pressure

condition = 200 atm, temperature

condition = 80–360 K

[48]

4148866 Low energy ammonia

synthesis process

The improvement of ammonia production wherein the

hydrogen and nitrogen reacted at pressure between

20 and 100 atm, temperature condition = 315–424�C

[49]

4479925 Preparation of

ammonia synthesis

The production of ammonia from normally gaseous

hydrocarbons with reduced fuel by deletion of the

fired primary reformer. Pressure condition = 25 50

bars, temperature condition = 450–700�C

[50]

4695442 Ammonia synthesis

process

The production of hydrogen and in particular to the

production of purified ammonia synthesis gas from a

raw gas. Pressure condition = 40–120 bar,

temperature condition = 300–450�C. Ratio H2/

N2 = 2.7–3.0

[51]

4792441 Ammonia synthesis The integrated process from reforming process. The

quantity of unreacted methane from the primary

reforming introduced into the secondary reformer

with the quantity of air to the ultimate result (H2/N2

3:1). Pressure condition = 1,100–1,200 psig,

temperature condition = 1,680–1,720F

[52]
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external purge gas. This process operates at 350–500�C and pressure range of

25–50 bars. An integrated process was presented whereby the total raw hydro-

carbon charged is separated for a reforming process. The reforming process

requires a small portion of the total raw hydrocarbon into the primary steam

reforming operation. Larger portion of it are being charged directly to the

secondary reformer, together with the unconverted methane which was reacted

with oxygen-enriched air of controlled composition [52]. This invention needs

temperature range from 1,680 to 1,720F and pressure range from 1,100 to

1,200 psig. Another new concept of microreactor has been proposed by the

main author of this chapter. This new microreactor induced magnetic field to a

cylindrical chamber (Fig. 12). The magnetic field is used to align the electrons

spin in spinel based nanocatalyst which in turn will enhance the catalytic activity

to produce the high yield of ammonia (46%) as compared to the industrial plant

(14%). The ammonia synthesis for this process requires room temperature

(28�C) and ambient pressure.

5 Conclusion

In this chapter some aspects ammonia production issues were briefly described.

Ultimately catalytic reaction was scrutinized. Issues on reactor, reaction conditions,

catalyst, and yield of ammonia were elaborated. New microreactor and new nano-

catalyst Mn0.8Zn0.2Fe2O4 are proposed (Table 6).
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